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BANDVIDTS-TIME CONSIDERATIONS IN
AUTOMATIC BQUALIZATICN

Chnrles 7. ¥orrow
Advanceé Tecliy ‘ogy Center, In:,

Dailas, Texas

estisates of power spectral density.

(U) It hes sometimes been claimed that close control of output level in an auto- -
aatic equalizer is possible only when sample time is long enough to provide-close
The actual behavicur of an automatic equal-
izer, if it does not encounter Instability prodlens, tends to be exactly opposite.
However, ctability and preservation of a Gaussiap narrow band distribution ordi-~
aarily recuire & large time-bandwidth product. . For this resson, it is unlikely
that sny psendo-randor signais, hovever ingeniously devised, will perwit a sig-
nificant speeding up of the equalizing cperation.

IRTRODUCTIOR

(U) 1In recent years, meny papers have ap-
peared on automatic equalization of random shaker
systems, vith particular emphasis on possible
methode of speeding up the equalization., A num-
ber of these papers have been based on an agsufpe
tion that for precise control of the level of
excitation in a narrowv band it is necessary to
average over a time sample long enough to provide
a cloge estimate of the mean square of the narrow
band random signel as Iif time bsndwidth product
considerations were being applied to ordinary
data reduction. This assumption would be correct
if the equalizer functioned by analyzing only
one time sample in eacth frequency band and set-
ting the attenuators for the remainder of the
test. Most equalizers actually function by re-
peated or even continuous correction, Accord-
ingly, the statiztical quantity to be estimated
from any one sample i3 not an average over in-
finite time but the average over the duraticn of
the next sumple,

{U) Some of the pepers also involve an
assumption that although the excitation should
be Gaussian on a broad band basis, the narrow
hand distribution does not matter, When a
test item is subject to random excitation, the
actual objective is to make the vibration
Caussian at each failure point, except insofar
as nonlinearities in the vicinity of a failure
point and pcssibly associated with the failure
mechanism alter g distribution., Fail-
ures are usually assocjated with mecheanical
resonance and therefore with narrow band random
vibtration, Ordinarily, vibration that is not
Gsussian on a wide band basis rapidly becomes
Gaussian as the bard is narrowed, However,

when egualization ias very rapid or sume pseudo-
rendom zignals are used as the input to a
shaker, the oppcsite is more likely to be true,

(V) In addition, each narrov btand channel
in a automatic equalizer iz subject to the in=
stability problems of a contrcl system.

{(U) The objective of this paper is to
show as simply and vividly as possible how
these considerations can affect the design of
an automatic equalizer,

AN PQUALIZER WITHOUT FEEDBACK

(4) To wisualize some of the effects of
sampling and estimating, consider the hypo=-
thetical equalizer shown in Fig, 1. It is not
a practical system, but it will help us to under-
stand what might happen if equalizetion could
be accomplished without any likelihood of in-
stability. Two identical test ftems and shaker
systems are required. 211 mechanical elements
are assumed to be linear, There are two iden-
tical comb filters, One is used in -erforming
& spectral analysis of the vibration (¢ shaker
A, The uperation is performed in real time
with no delay except .n the filter and averag.r,
The other is used in conjunction with un at-
tenuator bank to equalize the random input to
shaker B, An accurate c=iputer, respcnding to
the spectral analysis, adjusts the attenuators
so that the excitation applied to test item
B is according to specification. As there is .
no feedback, there can be no control system in-
stebility in the usual sense,
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FIGURE 1 HYPOTHETICAL EQLALIZER SYSTEM WATHOUT FEEUBACK.

{U} For one special case, the precision
of control is limited only by the performance of
the computer. Let the narrcw band estimates be
on the basis of a true average over a sample of
finite duration. This can be with a sample

sliding along with time so that continuous cor=

rection of shaker B can be effeeted, or with a
discrete sample in a series with the attenuator
edjustment performed only at the end c¢f each
sagple, Now let us introduce a time delay in
system B eoual to tiie semple duration. Equale
ization of system B no longer involves a pre-
diction. The sanmple sutjected to spectral analw
ysis is the sample for which the attenuators are
adjusted, The adjustwent can in principle be
made completely precise regardless of the sample
duration,

(U) However, as the sample duration is
shortened, the distribution for each narrow
band becomes distcrted. As an extreme case,
imagine a narrow band channel of the spectral
analyzer synchronizer to operate on each half
sine wave, In the excitation of the test item
on shaker B, for the same narrow band, all am-
plitudes become identical. The result is a sine
wave of constant amplitude but varying phase,
The distribution 18 not Gaussian but approx-
imately that of an ordinary sine wave.

(U) with all chennels of the analyzer
operating this way, the distribution at a faile
ure point within e test item becomes critically
dependent on the bandwidth of the mechanical
resonance with which the failure is mssociated.
If the bandwidth is close to that of the ara-
lyze, the distribution will be clcse to that
for e single narrow tand. 1f the bandwidth is

smaller, the amplitude ¥{11 fluctuate somevhat
vith time., If the bandwidith is much gresier,
the mechanicsl resonavor will respond to many
of the phase-modulsted sinusoids simultanecusly,

__and the distribution will be more nearly Gaussian,

This is not to ssy that such a system would
never provide a useful test if it could be - -
achieved in practice. But there i3 no reason
to expsct its effects to be simply related to
those of a Gauscsian vibration test.

(U) Now let us eliminate the time delay and
thereby admit some uncertainty. As an indication
of the precision of control, we require the con-
ditional provability thst the rms value of a
narrov band sample be within dx of Xy, where

x) is the mms value for the previous sample.

(U) Suppose that in a large number of trisls
an event A is observed m times, and of these n

are followed by an event B. Then the probability
that the event B follows the event A is

n _ P(A,B)
® TPAY

P(BJA) = =

(1)

where F(A,B) is the joint probability of events
A and B occurring, and P{A) is the probability
that A occurs.

(U) By such reasoning, the probability
density that an rms value is within dx of x
after a value xj hes becn measured is given by
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vhich is the ratio of & joint or two-dimensional
Gassian distribution to an ordinary one-dimen-
siooal Gaussian disSribution. BHowever, for the
case at hand, we can assume equal standard de-
ﬂ‘tim.

e

(U) Now, p is the autocorrelation function
of the rms value, for a time delay equal tc the
sample duration. To obtain a feeiing for the
vay in which p(x;|x;) depends on sample durationm,
we will merely assume that p approathes zero for
long durations, and that it would approach unity
for short uurations if we ignore any complica-
tions from having helf cycles of non~tero dura-
tion. -

g2 = 0)

(u) When p approaches zero, p(x;|x;) ap- .
proaches the distribution of x;, namely an ordi-
nary one-dirensional distiribution. If x;%x;,
it is readily shown by shifting the exponentiel
to the dencminator, expanding it as a Taylor'7
series, and multiplying each term by (1-p2) 1/2,
that p(x;|x)) approsches. zero as p approaches
anity, or, in other words, as the. sample dur-
ation approaches zero, On the other hand, if
X3 = X}, We have

(%)

x12(p2-204v)
plxzixy) = exp = |~———————
oy(27)1/2(1-p2)1/2 2(1-p2)0;
2
1 X1 -
= exy 5 }-i s
01(2“)1/2(]-02)1/2 2012 1+p

which increases beyond limit as the sample dura-
*ion approaches zero and p approaches unity. In
other words, the shorter the sample, the more
precise the contrcl of rms value, This is Just
the opposite of what one obtains by assuming
that the sample rms -alue must be used as an
estimate of the rms value for infinite duration,

(U) However, if stability considerations
did not limit the shortness of sample that can
be used in a practical automatic equalizer, it
still might be inadvisable to use very short
durations because of the distortion that can re=-
sul. In the probability distribution cof the in-
stantanecus values,

FEEDBACK AND INSTABILITY

(U) We now proceed to the practical auto-

metic equalizer of Figure 2, There is only one

- “shaker and only one test item. - Narrow band
levels are set by an attepuator bank preceded by
a comb filter and fcllowed by a mixer. A second
comb filter operating on the measured excitaticn
of the test itcm makes possible the computation
of narrov band rms valuee, vhich are used to ad~
Just the corresponding attenuators, We now have
a feedback system., As we shall see, it iu pos-
sible tc have en instability such that attenuator
gain fluctuates widely or even diverges from its
proper setting.

RANDOM
NOISE
GENERATOR
I ]
-
z
_ coms ] DETECTOR
FILTER ® AND
- AVERAGER
2 BANK
2
ATTENUATOR Q
BANK °
coMB
FILTER
AMPLIFIER
o
e
s
Y TEST 8Ez2
SPECIMEN g8
ww
FIGURE 2

AUTOMATIC EQUALIZER SYSTEM WITH FEEDBACK
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(U) In this peper, we will zot attempt to

strategy is to calculste loop gair as a fumction

calculate this pbeacmenca for & pure rundcm sig- - ~of frequency, express this as s Ryguist plox,
and-deternine

pal. BRather, we will solve an easier substitute
probles, from vhich the approximate behaviour

vith random or pseudo-random signals can be in-
ferred. Ve vill consider one nerrov band system
isolated from the others. as in Figure 3, and

used 1o control the magnitude of s sinusoid, ue
vill further sssume that any sechanical reso~

nance in the narrov bend is centered, that the

combined effect of filter and resonancé iz sype
metrical ahout the center frequency, that the

only addilicaal delsy or phase lag affecting the
stability is in the averager, ard the detector

siwply, generates a signal proportional to the

envelope, - -

[~}
S |-
0
[ %]
OSCILLATOR 23
TUKNED TO 5
. MID FREQUENCY o
l o — MIXER
NARROW
BAND 2
ILTER
a DETECTOR
= AND
3 AVERAGER
o
[¢]
ATTENUATOR |,
NARROW
BAKD
AMPLIFIER FILTER
4
TEST
SPECIMEN
ACCELEROMETER

SIGNAL

FIGURE 3

SINGLE NARROW BAND CHANNEL USED %0
CONTROL THE LEVEL OF A £INUSOID

(U) As the sinusoid is a stcady signal,
and our ultimate objective is to understand the
effect of the feedback loop on fluctuations, we
must insert a perturbing signal us well, A
small perturbing low frequency cyzlical voltage
is inserted at a point where the envelope serves
as the signal. The mixer added to the circuit
for this purpose is assumed nct to load the uve
erager or in any way effect the loop again, Our

vhetber the respouse to pertur-
bations arer the fregqueacy range of interest is
stable or say terd to incresse beyond limit at

ope or morse frequencies.

(U) hen the perturbing voitage resches
the sttepuator sdjustor, its effect is to modu~
iet¢ ine sinuzcid; thereby producing sidedand

_ 2iznais vhose phases and magnitudes are depers-

dent on the selectivity curve.
(G} Let tbe sinuscid from the oscillator

- w =V cos 2vft (s)
be =~ duiated by the iow-frequency perturting
[ %€ .73}
o= \'. <o3 Z:f-t (6)

to produce sn waplitude modulated sigral

f
Vg = Vil o5 2v f‘t]coa 2t

n
= VE:os 2xft ¢ 5 cos 2=(f'f-)

t 42 ces a(r-fa)} (i

where = {3 a scdulation coefficient normal by

tetween zero and unity. The fipal form above,
obtained by a piying trigovometric identities,
expresses the modulated sinuscid ss the sum of
three constant amplitude signals of different

frequency~—a carrier, a lover sideband signal,
and an upper sideband signal,

{U} We nov pass this through acy mechan-
ieal resonance ssscoiated vith the shaker and
armature, and the narrovweband filter within tke
feedback ioop and determine whet Las hLappened
to the envelopz. We assume each sideband signal
becomes multiplied by a factor a, less than
unity, relative to the amplitude of the carrier,
that thc lower sideband signal i3 shifted by a
total lead angle $, and that the upper sideband
is shifted Ly » total lag angle also of magni-
tude @. This yields a sigral of form

’ am
Vo = V{:os 2nft + p cos[2w{fvrm)t-¢]

b 14 -
+ ccs{zr'(!‘-fm)uﬂ}

= Vi1 +an cos(2nfmt-¢)]:cs 271t {8}

(U) @We see that the eavelope is diminighed
by a factor a, the same as the sidebands, and
delayed by a lag angle equal to the shift angle
of the sidebands, but equivalent to u much
longer time interval, In fact, if the upper
half of the selectivity curve of the combined




filters vlus any meckanicsl rescusace were slid saplés ave givea in Figere 4, The phase argle
slong & linear frequescy scale to the origis, $¢ incresses mifornly with envelope frequescy
3 ] -~ it vould become the respomse cve 2f the mve~ and the prolect en eventually decrenses vith
lope. frequency. The typical beheviow is a spiral
3 £ . - shout the origin. The case for vhich the plot
: 3 (U) Ia eddition, the sveraging network pesses throwgh the 1, O poist (Pigure &b} 1is the
3 will diminish the envelope sfter detection, in thecreticsl landmark Detwees the stehle and the
3 secordance vith an siditiopa) factor &, less unstable. At the frequsacy corresponding to
then unity, sod dclay it 4y an additicoal angle this poist, G is-1cfinite, esd & siamsoidal -~
0. Ploally, ve throw in an additicial factor varistion in envelope can sustaia itself with~
1 B %0 aceomt for sny additional swplifier gain out any dependence on the pertwrbing input, -1f
- st either the envelope frequemcy of the carrier the curve emcircles the 1,0 point es in Figure
frequency., ke it follows from the theory of residues in
3 ) the complex plane that there {s at least cue’
< (G} Before attempting u Hyguist plot, we pole (§.e. G is infinite) for & complex frequen-
: .. must express the foregoing in complex exponen~ cy carresponding to a sinusoid increasing ex-
H tisl or rotating vestor fors as opposed to ponentially with time. This vill incresse be-
dealing only with the projection on tiy axis of yood limit or until the system is overloaded.
: vesls, Rather than by Eguetion {6), tte per- The systes is unstadle, Finmally, if the curve
3 turting voltage is expressed ¥y pneither penses through the 1,0 point nor ese
5 % circles 13 (Figure My}, any pole corresponds to
3 2 : e sinusoid decaying exponentially with time,
E : 32«1’.@ . ) and the cystem is stadle. - - - . . P
e e = T e "'xt {9)

- 8 - : {U) The loop gain iz neasured vith the
E 2 averager discoanected frow the mixer, but it is
assuned that the mixer, which is inserted in
the circuit merely to facilitate the analysis,
has no loading effect on the aversger, The out-
put voltage to this dummy loed is

~J(o) seare
vy = «m Be ¢ (10) -
L end consequently, the loop gain is i
v 2/
R ~§(848)
Vo = om B TR)e () | (b) MARGINAL

il
-

{(U) Llet us complote the feedback loop.
The signal v, delivered now to the mixér is

d
given by "o p
va = Alvgtry) =) \ o x
from vhich the gain with feedback bacomes
anb(v/v_je~d (#48)
Ya A z ly
T ) (g+0)
m 1-A wre 1 =3 (@40
l-amB(V/V_)
= - (c) UNSTABLE

where, for sutomatic control, the circuit is
connected thet for low frequencies A is negetive,
Then, at these frequencies, if A is large, G

has unity magnitude, muintaining v. equal in
magritude to v_, so that the signal delivered

to the shaker Ts free of the corresponding
fluctuations in envelope.

(U} The Hyquist piot is a plot of the FlGLRE 4 NYQU'ST

complex quantity A versus frequency. Three ex-

S RO 3 . 1500
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(v) Pormtmunmuel. 78~
ten will be steble if the loop gain versus fre-

our ‘agalysis of modulation, filtering and de-
tection, wve can readily shov that a parrow band
filter consisting of a high-Q simple resonant
circuit, acting on the modulsted carrier, is

'cquinlutto.alnghn-clw-puammbe-

yond the dstector and produces a 90 degree shift
of the highest frequencies in the envelope.
Such & filter plus a mechanical Fesomance of
compersble bandwidth are equivalent to two cas-
caded R-C low-pass filters, with a total phase
shift of -280-degrees. If, now, the aversging

' nétuork is an actual R-C lov-pass filter with a

3dB loss frequency in the same range as the
others, the total is 270 degrees, and tke phase
shift as a function of freguency will reach 180
degrees before the loop gain decreeses very much.
With -ay practical loop cain, the systea is un-
stable, -

{U) 1In typical situations, the phege shift
may be even more rapid, A narrov bend filier
may involve wore than one tuned circuit and
hence produce more-phagse shift in the pass band.
(iiovever, this mav result in holes in the re- -
sponse in the crossover frequency regions when
the various narrow bands are summed to recon-
struct a broad band signal.) Apy additional de-
lay c. puase lag in the pructical feedback loop
compounds the problem. To stabilize the feed-
back loop, it becomes neceszary to lower the 3
db frequency of the averaging circuit until the
loop gain decreases telovw unity before the fil-
ter, any mechanical resonance and any additionsl
delsy produce as much as 90 degrees shift, This
in eftect usually requires that 1/27fC must be
less than R in the P=C averaging circuit for f
much less than half the bandwidth B of the
narrow band filter,

1/2%fC < R for £ << B/2 or #HCR >>> 1, (1%)

This is reoyhly equivalent to seying that the
time-bandwidth product Mmust be much less than
unity, but the reasonc at this point are sta-
bility and stability margin rather than stat=-
istical significance.

(U) There will be minor difference ac-
cording to whether the averager is an R-C low
pass filter or utilizes a true integrator. It
is readily shown that the complex ratio of the
output voltage of & single R~C low pass filter
to the input voltage is

Vo 1/3enfc .
= = = ’ (15)
1 + jJ2nfCR

v
i R+ 1/30mfC

which approaches an inverse proportionality to
frequency with a 90 degree phase lag. For “he
averager involving a true integrator, let the
applied vcltage be

vy - e

The average over a duratica T is related to the
- input_ vy A

v e.,12::1'&4'1') tfr oJ2ute

Q. R at

v ot '
- )

sy l=c Qan
25t . '

(U) This tends to follow the same trend,
but there is a cyclic variation in magnitude and
phase according to whether f is such as to make
T a1 integral nusber of periods. This iz clear-
1y the more complicated behaviour. .

{U) There will also be minor differences
according to whether there is a linear or square
lav detector, vhether the source of signal in

- —practice {5 randon or Faeudorandok, and vhether
a mechanical resonence is centered in the narrovw
band,

STABILITY WITH A RANDOM OR PSEUDO-RANDOM SOURCE

(U) The concluzions in the previous section

about loop gain and stability would be unaltered
if there were two or more perturbing frequcncies
or if the source supplied a mudulated sinusoid
with a complex wave envelope, Consequently, if
a very slow single-frequency sveep were super-
posed on &« random excitation, the stability
criteria would apply accurately--at least when
the signal frequency coincides with the center
of a symmetrical narrow band,

(U) With a pure randcm signal, the envelope

fluctuations result, not from interactions of
sideband signals with the carrier, but from
beating of one sideband signal with another, As
the widest separation of such signals in fre=
quency is twice the maximum separation from the
carrier when present, the envelope fluctuations
may be expected to extend higher in frequency.
However, there is no reason to expect the s.8=
bility criteria to be affected by more than a
factor of two,.

(U) Actually, a narrow band random voltage
can be expressed as

= Veos(2nft=§) (18)

where both V und @ are random functiions of time.
While this can not be expressed in terms of a
modulated carrier as in Equation (7), there is
a similarity of form.

(U) A rigorous treatment of the pure ran-
dom case in statistical terms would involve mcre
scphisticated concepts than we have used in thls
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& qualitative feeling for the ltlbil:lty prohlen
by noting that the autocorrelation function Of
the output of & narrow band filter is an expo~
nentially decaying oscillatory functiom of timd
Gelay. So also i3 the sutocorrelation function
of the envelope, but transposed to lower fre-
quencies, Accordingly, if the averaging time is
80 shor: that the delay of the fecdback signal
corresponds to a large value of the autocorre-
lation function, the phasing may be such as to
cauze instability., There is no reason to ex~
pect markedly different bshaviour with a pseudo
random excitation.

DISTRIBUTION DISTORTION - m—— = =
(U) But mere stability s&y not be encugh.
The effert of negative feedback in the frequency
range in vhich it is effective is to eradicate
any fluctustions in the envelope, whatever the
origin. If A in Equation {13) is negative and
large this implies that the narrow band peaks
resulting from a random input will all be con~-
trolled to almost the same level, The distribu~
tion will tend to become simila» to that of a
sine wave, as in the section on equalization
without feedback. If, however, the loop gain A
should be positive ir any frequercy range, even
though no instability results, this implies that
the range of peak levels will be spread. The
distortion will be of the opposite kind. Conse=~
quently, for the narrow band distridbution to ree-
main accurately Gaussian, the loop gain must be
kept close to zero by the averaging circuit ex-
cept at very lov frequencies of the envelope,

CONCLUSIOR

(U) The familiar criterion expressing the
uncertainty of a power spectral density estimate
in terms of a time bandwidth product is not di-
rectly applicable to the typical automatic equal-
izer. It is ordinsrily desirable to have the
product large, but for reasons of stability,
stability margin and narrow band Gaussian be-
haviour rather than statistical significance.

(U) Pseudo-random excitation may find use-
ful applications in vibration testing, but there
is no reason to believe that it will lead to a
significant increase in the rapidity of auto-
matic equalization. When test times become so
snort that equalization time becomes a serious
matter, the test conditions may be questionable,
Even if it were possidbie to equalize to perfec-
tion instantaneously at the beginning of test,
damage to the test item is likely to be far from
reproducible, For qualification purposes, it is
generally desirable to have some margin dbuilt
into the test conditions--ir level, duration or
both.

(U) Finally, not all pseudo-random signals
proposed for application to vibration testing
satisfy the cvriterion of a Gaussian narrow band
distribution, If the criterion is to be vio-

lated, this should be done consciously for the
seke of attainsbhle snd vorthwhile ulvnntlge o
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A RECRESSION STUDY OF THE VIBRATION RESPONSE OF AN EXTERNAL srou‘.

Carl A. Golueke
Alr Force Flight Dynamics Laboratory -

Wright-Patterson Air Force Base, Ohio

from 50 to 630 Hz.

Recunt vibration prediction techniques for flight vehicles in their
preliminary design stages oftentimes consider dynamic pressure as
an importunt paraueter related to excitation aad surface deansity as
a significant parsmeter ve’ated to v.bration response. This paper
Freseats the results ot a statistical study in which a stepwise
regresaion computer program was used to determine vibration ampli-
tudes as a function of dynamic pressure and structural surface
density. It was determined that vibration amplitudes increased with
dynamic pressure, and for the csse studied, the vibration response
was found to be related to dynamic pressure raised to a power
ranging between ore and two. Dynamic pressure was effective only
above 80 Hz. The effects produced by adding a surface density
parameter were mild. The use ¢f surface density weighting in the
prediction equation improved the results in the frequéency range

INTRODUCTION

Vibration prediction for flight vehicles
in their early design stages is very difficult,
especially for the higher frequency regime.
One difficulty is the lack of design detail
vhich 18 necessary for analytical approaches;
therefore, one is forced into using empirical
methods which are dependent upon past measure=-
ments. A review and assessment of the various
vibration prediction methods can be found in
Ref. [1].

It is the purpose of this paper to develop
more confidence in the empirical approach in
the area of higher frequencies by using flight
test data in which dynamic pressure and surface
density are known. Statistical confidence
levels are also presented to permit a more con-
servative vibration prediction.

A well known prediction scheme is the
Mahaffey~Smith method, Ref, f2}. This method
follows the concept of first predicting the
sound pressure level distribution over the
vehicie in each octave band and then determi-
ning the corresponding octave band acceleration
at a particular confidence level from plots.
This method is convenient to use, but it does
not include provisions for accounting for
structural differences.

In order to account for some of the
structural differences, Franken, kef. {3},

Preceding page olank

suggested classifying missile structures iato
categories based on weight parameters and using
this in his vibration prediction method.
Plersol, Ref. [4], 2180 suggested classifying
aircraft structures into categories based on
mass surface densities and using this in his
prediction equation. Very little experience
has been obtained on complex aeronautical
vehicles to determine the validity of this
approach, and therefore, the following study
was conducted using flight test data from a
relatively complex structure as basic input
data.

APPROACH

Data from a previous flight test measure-
ments program conducted by the Air Force Flight
Dynamics Laboratory was used. The vibration
data were obtained from external wing and fuse-
lage mounted munitions stores., The selection
of this particular data was based upon the fact
that almost all of the excitation was due to
boundary layer phkenomena, and the stores con-
tained accelerometers that were mounted on
distinctly different types of structure within
the stores, The data included flight con=~
ditions from Mach 0.65 to Mach 0.88 ¢t 3,000
foot aititude, and it was analyzed i one-third
octave bands. Eight pickups were mr unted on
identical light structure. Four -ickups were
mounted on medium structure. Tree pickups
were mounted on heavy structu-e. The pickups
were mounted in the ver*'.al, lateral, and

[
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longitudinal direction with respect to the
stove. For the purposc of this paper, the
light structure will be referred to ar the
bulkheads, the medium structure as trisves,
~“and the heavy structure as hardbacks. The
hardback is the main load carrying atructure

bulkhead. The thickness of the panel was
0.060 inches and the thickness of a channel
behind the panel (uot shown) was also -approxi-
mately 0.060 inches. Fig. 2 is a photograph
of the truss with a web thickness of approxi-~
mately 0.35 inches. Fig. 3 is a shotograph of
the hardback and the thickness of the material
= at the accelerometer location was approximately
.68 inches. Surface densities of 1.8, 5, and
o PFET 10 1bs/sq ft were calculated for the bulkbead,
truss, and hardback respectively.

Fig. 1 - Accelerometer Location on
Bulkhead (Light Structure)

Fig. 2 - Accelerometer Location on
Truss (Medium Structure)

— = —— —ofthé storé. Fig. 1 is aphotograph of the

Fig. 3 -

Fig. 4 shows a three dimensional plot of
the average vibration amplitudes as functions
of frequency and airspeed for all fifteen
‘accelerometers. The envelope peak in the 25 to
31.5 Hz range is a normal mode of the store
and its suspension system. Fig. 5 shows indi-
vidual spectra for the average amplitudes of
each of the three types of structures. It may
be noted from these curves that the heavier,
more massive hardback structure responds less
than the other structures in the 40 to 2500 Hz
range. This indicates that a factor such as
surface density (SD) can be used for increasing

the accuracy of @ prediction technique. How-

_.—ever, {t is slso to be noted that the use of

this factor can result in errors in certain
frequency ranges, e.g., the $30 to 1250 Hz
range where the truss response exceeded the
bulkhead response for the type of structure I
being considered.

ACCELERATION -G{rms)

%,
e o WPUINY WP W U WU e W | k
10 20 40 80 KO 38 €30 12502800 °t,‘bf
ONE-THIRC OCTAVE BAND CENTER FREQUENCY-ME

Fig. 4 - Mean Acceleration Amplitudes
of Munitions Stores for All
Accelerometers, Frequency Bands,
and Airspeeds
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Accelerometer Location on -
Hardback (Heavy Structure)
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Fig. 5 - Average Vibration Amplitudes
for Each of the Three Structures

1In order to further examine the use of SD
for vibration prediction purposes, a stepwise
regression computer program was used in an
analysis with three variables; dynamic
pressure, surface density, and vibration ampli-
tude, The regression technique is a useful
tool which computes a sequence of multivariate
linear regraseion equations in a step.ise
manrer. At each step, one variable is added
to the regression equation. The variable
added is the one which results in the grestest
reduction in the error sum of the squares.
Equivalently, it is the variable exhibiting
the highest correlation after partialing on the
variables which have already been added,

STEPWISE REGRESSION ANALYSIS

The basic equation was of the form

G = K g8
rms ?g;;s

where "K" 1is a regression coefficient, "b"

and "a" are exponents to be determined, "G.pg"
is the one-third octave band acceleration, "q"
is the dynamic pressure in 1bs/sq ft and "SD"
is the structural surface density in 1lbs/sq ft.
For this study, because of the complexity of
the structure, the thickness of the structure
to which the accelerometer was attached was
used for calculating "SD". The variables in
this equation were transformed into logarith-
mic form to obtain the following linear
regression equation

log Gyyg = log K + a log q - b log SD.
RESULTS

The above program was used to determine
the multiple correlation coefficient "R"
within the frequency range of 40 to 630 Hz,
The results are shown in Fig. 6. The corre-
lation trend curves were constructed from a
third degree polynomial curve-fitting program.
The curves indicate the effectiveness of using

11

“q" only or “SD" only or both. A much better
correlation is obtained by using both in the
region below 630 Hz. It is to be realized that
these curves contain averaged results from all
of the pickups at each 0.05 Mach increment.

It ie slso to be noted.that the correlation
vith "q" increases toward the higher frequen-_
‘cies, @nd the correlation with "SD" decreases
toward the higher frequencies.

The regression program also calculates
the “SD¥ exponent and its associated standard
deviation. Fig. 7 is a plot of this exponent,
and it indicates that it !s quite small (less
than 0.25).

I
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Fig. 6 - Trend Curves for the Effect of

Using Dynamic Pressure, Surface
Density or Both '
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Fig. 7 - Surface Density Exponent "b"
as a Function of Frequency

1n order to investigate the correlation
with dynamic pressure and to establish what
frequency regions the correlations were high
and low, an analysis was accomplished by using
the output of each pickup for euch of the six
alrspeeds in each frequency band thus resulting
in 405 separate curves. High correlatious were
found in all bands above 80 Hz. Fig. 8 shows
this characteristic for the average R of the
fifteen pickups.
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The regression coefficient (K) and the

the program for each frequency band and for all
fifteen pickups. The rggrusion coefficient
ranged from 0.016 x 107 to 13.01 x 10™5. The
_exponent_of "q" ranged from 1.32 to_2.04.

values in adjacent frequency bands over the
full frequency range.

Table 1 shows the values of the regression
coefficients and the 60X and 95% confidence
iimits. Also, the values for the exponent of
3 dynamic pressure and the exponent for the
E surface density are shown in the table.

cations of the results of the regression
analysis are shown in Fig. 9. This plot shows
the comparison of the measured average v."ra~
tion amplitude with the results of the
regression analysis for a "q" of 1025 lbs/sq ft
and 564 lbs/sq {t. In general, there is good
agreement between the average values of
measured data and the results of the regression

Appli~

analysis.
1.
g s
[]
2t
<1
<
£8 os
-3
of
3 “qe 564
Ea O
...‘9‘ 008 o--- REGRESSION PROGRAN
g o— MEASURED DATA
oolAl‘Al..lAALAAl A .

80 160 M5 630 250 2500 5000 OA
ONE-THIRO OCTAVE BAND CENTER FREQUENCY-Mz

Fig. 9 - Compsrison of Measured Average
Vibration Amplitudes with Results
of the Regression Analysis

A plot wss prepared (Fig. 10) to show the
gscatter in the data and to compare the regres-
gfon line, the 60 percent confidence line, and
the 95 percent confidence line with all the
measured data points at 0.75 Mach at 3000 feet

E exponent of dynsmic pressure were obtained from~

There was no distinct trend in the "K" and "a%  ~

12

altitule. The dynaaic préssure under this =
flight condition was 751 lbs/sq ft.

» 8

.
ONE THIRD OCTAVE BANG ACCELERATION =8 (rme)
|

\

Fig. 10 - Regression Line and Confidence

Limits when uzing the Regression L

Model for a Dynamic Pressure of
751 1bs/sq ft as Compared with
the Measured Data

LIMITATIONS

The following limitations apply to the
results of this study:

a. Extrapolations below 80 Hz are uot
recommended.

b. 'q” ranges are between 500 and 1000
1bs/sq ft only

c. The data used in this study was from
a store configured without tail fing. In
general, application of the results of this
study should be limited to stores without tail
fins. Further work, using data from several
stores, 1s required for a more general viitra-
tion prediction method. The reason is that the
in-flight fluctuating pressure environment,
which 1s the principle source of cxcitation, is
influenced strongly by the store suspension
racks which are standard equipment snd commonly
used for many types of stores. For the store
in this study, the fluctuating pressure
coefficient P/q (root mean square fluctuating
pressure divided by the dynamic pressure) was
found to range from .01l to .02, except in
areas near the racks and sway braces [Re{. 5].
Measurements of flow turbulence aft of store
suspension racks have indicated P/q = .03 in
the transonic flight speed range. Stores with
tail fins which are subjected to this high
level of turbulence generally experience higher
amplitudes of vibrstion than stores without
tail fins.

CONCLUSIONS
This study presents a detailed empiricsl

structuring of measured data to formulate a
vibration prediction equation which contains a

9]
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~ TABLE |

) _ NUMERICAL VALUES-FOR G . = K i'n"i |
§ - o M R _ e
e | k| okeow |Keow |t ] v
80 0.0 0.059 0.126 1.710 0.146
£ 10w | o0& 1.010 2.190 134 - 0158
120 0,088 0.112 0.259 1.6%2 0.169
160 0.106 0.148 0.379 1.718 0.187
=200 ~0.016 0.023 0057 2.041 0.201
2% | 0.135 0.202 0.556 1.761 0.212
315 0.284 0.415 1.167 1.6% 0.216
400 0.67 | 0.815 2.361 1.701 0.204
500 0.136 0.188 0.494 1.89 0.164
630 0.3 0.359 0.864 Loz | 0.0
800 0.9 1.121 22600 | 1.678 0
1000 1.33 1.603 3.695 1.645 0
1250 13.009 13.541 22.880 1.320 0
1600 0.3% 0.403 0.676 1.805 0
2000 4.465 5050 | 10160 1.462 0
2500 2.735 3.269 | 6.483 1.555 0
3150 5,582 6.651 14.33 1.444 0
4000 3.69 4.302 7.538 1.470 0
5000 4.393 5.737 14.370 1.422 0

regression coefficlent, a dynamic pressure ex-
ponent, and a surface density exponeat. The
results indicate that this approach is reason-
able for the type of external store under
consideration. It 1s shown that the dynamic
pressure is closely correlated with amplitudes
of vibration response throughout the frequeacy
rsnge of 80 to 5000 Hz. The effect of using

a surface density parameter appears desjrable
only between 50 and 630 Hz. It is suggested
that further similar efforts be conducted on

13

other structures to gain more statistical

confidence.
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DISCUSSION == !

Mr.H val W ns Evaluation
Facl%! : Could you define the surface density
n

Mr, Golueke: Some call it surface mass
density, We found intuitively that things that
are ex‘remely heavy, especially in the high
frequer.cy region, do not tend to respond as
much as some real light structural elements.
In this particular study we took the thickness
of the immediate structure to which the accel-
erometers were attached and used that as a
function, When that mass density increased,
it was in the denominator, it meant that the
vibration level was decreasing, We looked at
this in the regression study to see how much it
goes down, if it is twice as thick does it go down
{o half as much? No it does not, only to a
factor of about 0,25, We have been doing this
for a long time even in our test specifications,
All this says is that we do not have to vibrate
a great big heavy object as much at high fre-
quencies because the energy does not come
through,

Mr, Curtis (Hughes Aircraft Company):
I noticed that you (‘YIEJ not use a Mach number in
the regression analysis, Was this for some
conscious reason or for convenience?

Mr, Golueke: No, fortunately or unfortu-
nately, we aiways flew at 3,000 ft, so the dy-
namic pressure at a Mach number was directly
correlated. You could not take a Mach number,
We stayed at this same altitude so whether you
use a q or a Mach number these coefficients
will be different, But had we gone to several
different altitudes we should have used a q.

So I related it to the q, Actually we did go to
some other altitudes,

Mr, Clevenson (La* "ley Research Center):
Did Piersol do this regression analysis for
you?

14

3. P. A. Franken, "Scund Induced Vibra-
tions of Cylindrical Vehicles,™ J. Acoust, Soc.
Am, 34 453-454 (1962) .
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&, A. G. Piersol, W. F. van der Lean,
"Statistical Analysis of Flight Vibratiun and
Accustic Data,™ AFFOL-TR-68-92-(1970y —

5. R. K. Bingman, "Aero-Acoustically
Excited Vibrations of [xternal Stores on
Fighter Afrcraft,” Proceedings of the Aircraft/
Stores Compatibility Symposium, Volume VI (1969)

‘Mr, Gelveke: No, we did that separately,
Imentimedintheﬂrstmrtotthepaperthat i
we noticed that Piersol in his formulations used
the surface density function, and we checked it

out aeparately,

Mr, Cievenson: We eniisted the aid of
Plersol in doing some similar regression
analyses for predicting the environment of
spacecraft of launch vehicles, He used other
vehicle data to predict the Lunar Orbiter
vibration environment, In a paper that I gave
a couple years ago we showed that regression
analysis usually ends up, as it did for the Lunar
Orbiter, very very conservative giving values
much higher that would be actually experienced
in some cases, You did not really point out
where this regression analysis would be useful
other than after the fact,

Mr, Golueke: That is right, I read that
paper. That regression analysis was only for
that configuration, I would like to emphasize
that this is good only for this store, and as 1
meniloned in the beginning, we are looking for
trends and you might be several thousand per
cent off trying it some place else,

Mr, Martin (Langley Research Center):
From the table where you listed the different
A’s and B's and so on, are you using a differ-
ent regression model for each frequency band
in making these final predictions ?

Mr, Golueke: No, the niwodel is the same,

Mr, Martin: Did you use different expo~
nents for each frequency band?

Mr, Golueke: We use the model separately
for 1/3 octave bands., One might look at a
particular 1/3 octave band and find a high
constant and a low exponent, In the next band
it might be just the opposite, This regression
program gives the best fit for that particular

! —-J
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b - F situation, Each frequency band is separate,

Mr‘ Martin: Have you considered, or is . » ‘:
it beyond the realm of possibility, including a C e '
frequency function in your regression model?\ o

|
l
i
!
|
|
|
|
l
l

Mr, Golueke: Yes, we have considered
| tlatandwehavenotedsomekindofatr’end_
] in these exponents, and we took the polynomial =
curve through the . to see if we covld
; collapse a. a more rational trend, R
] worked out pretty well, but I am not in a =
' position to put that forth right now.
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PACTOR ARALYSIS OF VIBRATICH SPECTRAL DATA
FROM MULTI-LOCATION MEASUREIGNTS -

. - Robert G. Merkle
Air Force Flight Dynssics Laboratory

Wright-Patterson Afr Force Base, Ohio

—p

Factor analysis techmiques are employed to claszify a aumber of
structural vibration spectra into a smaller number of groups in
such a fashion that pairs of spectra selected from the same group B
have sinilar spectral profiles while pairs selected from different i
groups have dissimilar spectral profiles.
compared with other classifications obtained by using various
observable structural characteristics.
bility of such grouping to the vibration prediction probles,
statisticsl tests are employed to determine whether measured
vibration spectral densities and computed regression statistics
relating vibration to dynamic pressure were significantly more
uniform in value for spectra selected from within groups thon for
spectrs selected from different groups.

These groups are

To determine the applica-

INTIOBUﬂTlON

Vibration surveys of aircraft or geomet-
rically complex extended structures of any kind
are typically conducted by recording for
several seconds instantaneous acceleration
tise history data from numerous vibration
senscrs installed at vaiious locations and
directions throughout the structure. Using
computers or special aralysis equipment, these
random time series dats are transformed to
mean square acceleration per Hertz iu each
frequency vand within the full range of
interest. When plotted against frequency,
these spectral values appear as an uneven
gsequence of relative maxima and winima of
irregular amplitudes. The number, position,
and magn  le of these spectral maxima and
minima depend very strongly on (1) the spectral
distribution of the input excitation forces,
(2) the detailed local atructural geometry in
the neighborhood of the measurement point, and
(3) the mass density, stiffness, and energy
absorption characteristics of the materials
from which the structure is made. For a given
structural system or configuration, one might
hypothesize that all of these geometric
characteristics and structural parameters wiil
affect the observed vibration spectra in such
a fasiiion that the measured spectral plots can
be classified into a ratirer small number of
groups characterized by auit. similar within-
group spectral profiles and by very dissimilar
between-group profiles. The purpose of this
paper is to show how such a classification
system for sensor locations can be obtained

Preceding page blank
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from spectral data by using factor analysis
techniques that are comsonly employed to de-
fine a large number of interrelsted variables
in terms of a much smaller number of more or
less independent underlying factors. Inter- -
relations among several variables are expressel
by coefficients or correlation which are
computed for the spectra of all pairs of
sensors. These coefficients range from +1 to
-1, the +1 indicating a perfect matching of
spectral peaks and valleys with proportional
amplitud«s, and a -1 indicating a perfect
mi1smatching of peaks witn valleys, and a zero
indicating no consistent peak and valley
relationship. Graphical illustrations of
correlation between two spectra are shown in
Figure 1. Each of the plotted observation
peints represent spectral values at the same
frequency band for two different measurement
locations.

SPECTRAL WALUES, SENSOR N¢. TWO
Fig. 1 - Scatter Plots
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Then pairs of sensor locations having row
column intersections within any of these
blocks would have highly correlsted or aimilar
spectral ahapes while sensor pairs having row
column intersections outside these blocks
would have poorly correlated or diasimilar
spectrs. Sensor groupings obtsined in this
fashion are then compared with groupings
obtained using various observable structural
characteristics to ascertain their phyaical
origin. Finally, the significance of such
groupings in the vibration prediction area is
examined.

SUMMARY OF VIBRATION DATA

The engineering results obtainable with
this factor analysis technique are best
described by illustrating its application to
some specific data. Aircraft oxternal store
data used for this purpose consisted of twenty-
seven third octave band spectral measurements
taken at fifteen sensor locations at six
different Mach numbers on munitions stores
carried under the winga and fuselage of an
RF4C aircraft. Some structural characteristics
of the sensor locations are shown in Table 2,
These structural characteristics which will be
referred to later include the store location:
wing or {uselage; the type of structure: bulk-
head, truss, or keelspar; the directional
orientation; vertical, lateral, or fore and
aft; the axial position: forward, midsection,
or aft; and the vertical position: upperside
or liwerside.
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TABLE 2
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The third octave Lands are the conventional
ones centered at the following frequexcies:

-.125,16.20.25,315,60 50, 63, 80, 100, -

125, 160, 200, 250, 315, 400, 500, 530, 800,
1000, 1250, 160G, 2000, 2500, 3150, 4000,

© 5000 iz, Complete spectral data from all

fiftesn sensors wers taken at 3000 feet alti-
tude at six sirspeeds: Mach .65, .70, .75,
.80, .85, .88, corresponding to dynamic
pressures of 564. 654, 752, 856, 965, 1025 plf
respectively.

COMPUTATION OF CORRELATION HATRIX

Spectral dato et each Mach number can te
arrsnged in a watrix of fifteen row variables
each representing a vibration aensor and
twenty-seven column observstions each repre-
senting a spectral value at successive third
octave frequency bands. The correlation
matrix among the fifteen vibraticn sensor
locations may be computed directly from this
array through the following atepwise sequence
of data processing operations. Step 1:

Compute the wean value of each row and sub-
tract this value from each element forming a
modified row with zero mean, Step 2: Compute
the mean square value of each modified row and
divide its square root into each element forming
a new row with a mcan of zero and a mean square
of one. These row elements are referred to as
the standardized spectral values, Step 3: For
each pair of rows compute all the cross-
products of corresponding observations, then
sum and averzge. The resulting value is the
coefficient of correlation between the spectra
of the two sensor locations associated with

the selected rows. Step 4: The computed
correlation coefficients for each pair of rows
are then arranged in a fifteen by fifteen
symmetric matrix. The off-diagonal elements
are the correlation coefficients relating the
row and column sensor locations and the
diagonal elements are all ones, expressing the
spectral correlation ot each sensor location
with itself. The correlation wmatrix for the
gpectra of the fifteen sensors at Mach .88 is
shown in Table 3. Note that high and low
values of the coefficients of correlation are
more or less randomly distributed throughout
the array. If the ordering of the matrix rows
and columns were changed, the values of the
matrix elements would appear in rearranged torm.

2 v iachl
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FACTOR ANALYSIS SCLUTION

The high degree of intercorrelation among
the fifteen sensor locations, shown in Table 3,
indicates one or more common factors are
influencing the spectral shape. The nathe-
matical theory for determinic(g both the number
of such commou factors and the relative
influence of each factor on each of the sensor
location variables is given by Harry H. Harmon
in Modern Factor Analysis, Ref.[1l]. Basic
concepts and their mathematical formulations
are summarized in the appendix to this paper.

In terms of the factor analysis model,
each standardized spectral value Vii tor
sensor location j and frequency i can be
expressed as a linear combination of a few
standardized common factor spectrai values
Fpi and a unique factor spectral value Uyy:

m i=1......27
vyi® L ajpl"pf" djuji j=1......45 (1)
p-l meiS

The computation of the original correiation
matrix and the factor loading coefficients,

as. and dj, was carried out using program BMD
03M from Bio-medical Computer Programs, W. J.
Dixon, editor, Kef. [2]). For the correiation
matrix of Table 3, only three significant
common factors were found. The foading
coefiicients, a having maximum variance
(varimax), are sﬁown in Tabie 4 as A, B, and C,
The loading coefficients, d;, associated with
the corresponding unique factors are also
shown, but an excelien: approximation to the
original correlation matrix could be obtained
from the variables v;; deiined in terms of the
common factor loadings alone. [n mathematical
terms, the coefficient of correlation rvij

between spectrum vy and vy is given in terus of
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the factor losding coefficieats ayp by
t‘j'i ® a5 o) toagg ax2 +..t Bjn Ay (1a)

When k = § this expression defines tlu comm~
alicy hj of spectrum v3

- ‘}1 + a}z + .0 a}. -‘l-d}
TABLE &

—  FACTOR 10ADINGS FOR FLAIIEN VINSAIION SPECTRA

(1b)
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Since the sums of the squares of the loadings
for each variable must equal one (geometrically
they are direction cosines of angles betwzen
each of the factor axes and a line representing
the variable), any factor with a lcading
greater thanﬁ = ,707 must have a contribution
to that variable exceeding that of all otb:r
factors cozbined. Applying the criteria to
Table 4, one cau see that factor A is charac-
terized by sensors 2, 4, 6, 8, 9, and 10;
factor B by sensors 1, 3, 7, and 13; and

factor C by sensors 11, 14, and 15. Sensors 5
and 12 did not have predominant loadings on
any one factor at Mach .88 for which these
dara are applicable. When the factcr analysis
of correlation matrices assoniated with the
remaining five airspeeds were carried out, the
same sets of sensors occurred together except
for number 3 which dropped from large loadings
on factor B to the last group (sensors 5 and
12) without dominant loadings on any factor.

In Table 3, the correlation matrix was shown
with the sensors in the sequence of arbitrarily
assigned identification numbers. In Table 3
the same correlation matrix is shown with the
sensors associated with factor A listed first,
those with factor B iisted next, then with
factor C iisted last, and the remaining sensors
omitted. Note that in this rearrang-ment of
the rows and columns of the correlatior matrix,
the highest correlations occur in the blocks
along the diagonal with much lower correlations
in the off-diagonal blocks. The mean corre-
lation in the off-diagonal blocks is 0.49 and
in the diagonal blocks is 0.81 excluding the
unit self correlations along the principal
diagonal. The high within~group spectraf
correlations occurring in the diagonal biocks
of Table 5 certainly suggests the influence of
some characteristics which are shared among the
sensor iocations within each associated group.
What these characteristics are must be fnferred
by making vzrious comparisons among the senscr
locations within each of the groups and by con-
trasting locatfons from different groups.
Structural features and excitation conditions
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growp locaticas but hetervgessves amcug growps
usy provide a siople explanstion for the
factorization. In move cosplicated cives due

dit¥cas, msy be wique to one growp wita
differeat cosbinstions aique to other groups.

TARLE 5
CONERIATIN MATRIT AGSAE TUIIDY VIBRAIIOR LPECTOA
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FACTOR INTERPRETATION

Tablc 6 shows the spectral groups and
their structural characteristics taken from
Table 2.

TARLE 6
SIRICIUAAL CHARMCIEEISTICS @ COCUPES VIBRATION SPECiRA

3 A [t ] ¢
SUNSOR LGN 2 4 8 0 s By 32T B U B
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IR POSITIN F F A & F AJF 5§ A 8]s ®u @
VIRHCA POLITION Lt ¢t U ¥jL ¢t t v]Y ¥ U

None of these structursl characteristics is
unique to each group. Location is clearly not
a basis of classification since both wing and
fuselage positions occur in sll three groups,
likewise for axial position, aince two of the
three classifications occur in all three
groups. Of the remaining structural charac-
teristic codes, Group A contains only BLL and
TVU combinations, Group B only BVL and KVU, and
Group C only TLU and KLU. It is not intuitive-~
ly evident why these structural combinations
should result in the kind of spect:il corre-
lations actually observed. Befor~ reeking a
plausible rationale for explaining these
observed spectral correlations in terms of
structural characteristics and other possible
parameters, inquiry should first be made as to
whether the spectral correlations are related
in any way to spectral levels or to various
statistics relating vibration to airspeed
variations. If this were the case, spectral
correlations would have a strong bearing on the
structural vibration prediction problum and
further effort would be justified in seeking an
engineering interpretation of the factor
groupings.
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ditfer y betwuen two growps of
vibrstion spectra-which axhidit Righ cocre-
lations (nesming similsr shapes) for
i or but low cocre-

spectrs, both from vithin either cus
groxps, would aot differ appreciably
tude levels. &umchueqjm!m
the sull-hypothes’s form for statistically
tasting the data st humd, results in the
following six hypothesised comtrasts in which
the sensor location mwmbers ia paresthese: are
to be replaced by spectral waplitudes for thet
sensor locstion awmber at che frequescy bamd ~¢
interest.

There are mo statisticslly sigaifficaat
differeices betucen the nean vibration levels
measured for grouwpe ABC, f.e.:

(1) A<B=1/6 (B2 + #6 + #6 + #8 + #9 + §10)-
13N + #7714+ 1)) = ©

(2) AC=1/6 (F2 + #4 + #6 + 28 + §9 + 110)~
1/3(#11 + 814 + #15) = O

(3) B=C=1/3 (#1 + #7 + §13)-1/3(#11 + #14& ¢
#15) = 0

nor do significant differences exist in the
vibraticn levels between the two most highly
correlated spectra within each group, f.e.:

() Group A: #2 - #4 =0
(5) Group B: #1 - #7 =0
(6) Sroup C: #i4 - #15= 0

These groups and spectral pairs <zic ovtained
from correlation and I.ccor analysis for all six
airspeeds not just the one illustrated above,

To be useful in vibration predictioa, the first
three of these hypothesized zero contrasts
should be rejected and the latter three not
rejected since this would imply similar spectral
amplitudes within groups of highly correlated
spectra but significantly different amplitudes
for poorly correlated spectra from different

groups.

Since dynamic pressure constitutes the
primary excitation for the measured data, the
statistical tests of these six contrasts should
account for variations in this quantity. The
statistical theory for tests of this kind is

given by Heory Scheffe in "Analysis of Variance,”

Chapters 3 and 6, Ref. [3]. The actual

comput ations were carried out using the General
Linear Hypothesis, Program BMD 06V, from

Ref, [2] cited earlier. All six of the above
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whate vy, 1s the vibration spectral valus for
the jth sanecor at the ith fregueacy besd, g is

vg1(Q) = agy + byley)

svbscripts, § and 1 vespectively. By wsing s
logaritinic trassformation of the imput data,
the resultiag expression is

log vy4(q) = ay; + by(log q - log @)
or equivalently
v @ = 10"

1= 1,0...27 ‘3)
§ = leeeoldS

vhere the q must now be interpreted as tbe
gecsetric mean of the dynanic pressures. This
seass to be & sore reasonable prediction model
for this kind of engineering dats. Estimates
of linear combinations of the 8y a8 vell as

individual valves are easily obtained. The
six contrasts of the previous paragraph are
clearly special linear combinations of partic-
ular interest. Applying appropriste statis-
tical tests at the 0.995 confidence level for
all six contrasts simultaneocusly but for each
frequency sepsrately, or about 0.87 for all
contrasts for sll ircquencies, one finds the
following results. Of the 27 freguency bands,
vibration levels differ significantly at 19
for A-B, at 17 for A~C, and at 18 for B-C.
However, vibration levels also differ signifi-
cantly between the two most highly correlated
spectra within one of the paired groups at 13
of the 19 frequencies for A and B, at 14 of
the 17 for A and C, and at 12 of the 18 for

B and C. Thus, the first conjecture that
vibration levels differ significantly between
two groups of vibration spectra wvhich exhibit
high correlations for within-group pairs and
low correlations for between-group pairs does
not hold consistently at all frequencies and
vhere it does hold the second conjecture, that
pairs of highly correlated apectra from within
a group would not differ significantly in
amplitude levels, usually fails.

REGRESSION STATISTICS FOR CORRELATED VIBRATION
SPECTRA

In the course vf preparing a companion
paper for this symposium, Carl Golueke of the
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where the vy; are the vibratiom spcctral vilues

wise regression grogram, BMD-02R given in
Raf. [2]). Five outputs of tbe program are of
interest:

r: tbe coefficient of correlation betwesa
vibration ssplitude and dynamic pressure

a: the logarithm of the regression conutant
b: the exponent of tbe dynamic pressur:

s,: the standard devistion of b

s: the standard error of the estixate

Next, one might again conjecture that
tbese values expressing the relationship
between vibration and dynamic pressure might
differ significantly between any two groups of
vibration spectra which exhibit very high
average corrclations for within-group (intra-
group) pairs of spectra but low average
correlations for between-group (inter-group)
pairs. Likewise, one might further suppose
that the relationship between vibration and
dynamic pressure does not differ significantly
for the most highly correlated pair of
vibration spectra selected from within any
group. These hypotheses represent the same
set of contrasts listed in the previous
section except for repliucement of the spectral
amplitude values by one of the above regression
statistics.

Again, the statistical tests were carried
out using the same general linear hypotheais
program, BMD-06V, and the same aet of six
conttasts used previously. This time the
wathematical model is:

2y(f) = ¢y +d log (£/f) = 1.....15 (5)
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successively
ey " regression coefficients for each one of
15 secsoTs
4 = uguuio- coefficient of the covariate
log (£/D) o -
£ = frequency T = geometric mean

The use of log f rather than f for . the
covariate serves both to reduce the extreme
range of the frequencies (80 to 5000) and to
make the third octave center frequenciea
equally apaced. Applyfiog appropriate statis-
tical tests at the 0.99.confidence level for
all aix contrasts aimultanecusly but for each
variable separately, or about 0.95 for all
contrasts for all variables, one finds that
none of the variables r, a, b, S and 8,
associated with the vihration-dyasmic preasure
relationship, differ aignificantly in value
for any of the three group contrasts as con-
jectured. On the other hand, the two most
highly correlated spectra in group B differ
significantly io three of che variables r, s,
and 8 contrary to the original hypothesis. -

o]

SUMMARY

In summary, the spectral profiles from
twelve of fifteen locations on an aircraft
external store can be classified into three
groups characterized by quite similar within-
group spectral profiles and by rather dis-

elalizx between-group proiiies.- Tuese groups

of similarly shaped (highly correlated)

. spectral profiles do not consistently match

up with variations in structural type,
directional orientation, attachment location,
or axial or vertical position of the measure-
ment; nor are they associated with consistent
differences in vibration amplitude levels
across the frequency bands of interest; nor
do they imply =2ny corresponding association
with the relationship between vibration and
dynamic pressure.

From an engineering standpoint, the
negative results obtained for vibration ampli-
tude tests are by no means unexpected. Intro-
ducing a small amount of damping into a
system, for example, will greatly reduce
vibration amplitude values without noticeably
affecting the general shape of the spectral
profile. Furthermore, in view of the excep-
tionally high correlation between vibration
amplitudes and dynamic pressure for this data
{4], the results for the regression statistics
tests should not differ from those for the
vibration amplitude tests. As noted earlier,
thege tests were carried out only to take
advantage of any positive results in formu-
lating empirical vibration prediction
functions.

Nonie of the five structural character-
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istics wus found to be wnique to any ome of
the three groups of similar spectral profilss.
Two of them, stors location and axial positiom,
were found to be independent of the three
correlated spectral groupings. Certain combi-
nations of the remaining three structursl
charscteristics vere found to be uaique to
each procp. However, because the eighteen
possibl: combinations of three structural
types, three directionsl orientations, and two
vertical pocitions exreeded the fifteen
locations insirumented, no really firm con-
clusfons can be drawn in thia area. Future
analyses with larg:r- numbera of gensor
locations ahould yieid the necessary clarifi-
cations. ’ '

The initial classificsiion of spectral
data into groups characterized by aimilar
vithin-group profiles and disaim!lar between-
group profiles is the most notable result
obtained in this data analysis progrxn. The
near identical groupings of sensor locations
found at each of the six airspeeds greatly
reinforces this conclugion. The existence of
several sensor locations not ciearly identified
with any of the internally highly correlated
groups is also-to be expected. If vibratioa
measurements at many locations are each
thought of as a different linear combination of
a relatively few underiying spectral profiles,
then it is only reasonable to suppose that
some of the measurement points will represent
more or less equal contributions from each of
these underlying profiles.

[T

‘An exceemcly wide .diverczity of vibrational
amplitudes and their associated spectral pro-
file is characteristic of vibration surveys of
high speed aircraft and other complex struc-
tures subject to high intensity excitation. -
The correlation and factor analysis techniques
employed herein provide a means of quantifying
the concept of spectral shapes and classifying
them into distinct groups. In vibration sur-
veys involving a hundred or more sensor
locations, this can provide a very helpful
means of organizing numerous vibration spectra
into a much smaller number of meaningful
categories for more detailed statistical and
engineering analyses. Analyscs which, when
applied to more homogeneous groupings of
spectral profiles, may well yield more meaning-
ful results than would otherwise be the case.
This should permit much deeper inmsight into
the vibrational energy distribution in complex
structures. Knowledge of this kind can, in
turn, be quite useful both in designing
reliable structures for operation in severe
dynamic environments and in provi.ing a more
rational basis for locating vibra‘ion sensors
in measuring the structural response to those
environments,

TR0 5l B e

ok



T

SRATE L

it

At

G e S K i S

e

= AFPENDIX

. FACTOR ANALYSIS MODEL

8 largs mumber of interrelated variables in
terns of a much emgller aumber of more or less
_ independent factors. The simplest mathematicsl
wodel for describiog a varisble in terms of
‘several others is the linear represestation.
For such a linear composita to be valid, how-

ever, sll varisble and factor measurewents
sust be referenced to the same orfigin and
scoled in the same units. To do this, oue
first subtracts from each observation x; its
mean value X and then divides the resultant
.quantity by its standard deviation s_, &
measure of the dispersion or scatter in a set
of observations. Thus trsnsformed, the new
standardized value expresses “distance” from
the mean in atandurd deviation units.
Expressed mathematically:

AR

5 z = ( - —.)/. i= 1....N (¢))
=3 ji xji j :j j - l.---n
where
1 n N
- 1 I
Xy 5~ I x4 s, == [ (x;4 - X;)
1% i=1 i X Nial o

The classical factor analysis model may
be written for the standardized value of the
jth variable and the ith observation as

follows:
m
zgg = L a, F. +dU j=1...n (2)
j p-l jp pi jji i=1...N
m<n

In this expression F i is the standardized
value of the common factor F), for observation
i, eacu nf the m terms a, F ;| represents the
contributivy of the corresponding factor to
tiie linear comp-~site, and the de i is the
residual, specific, or unique contribution in
the assumed representstion of the observed
measurement zji;. In the isometric represen-
tation of this model, the unijue factors are
assumed tn be mutually orthogonu! and ortho-
gonal to the common factors which .re not
necessarily assumed mutually orthogonal. Note
that the representation is not unique si.ice
the total number of factors F p* Uj exceeds ‘he
number of variables, zy.

The complete set of n values for each of
the N variables can be represented by the
n x N matrix as follows:

11..-.-.21N

=
nl-..-..znx

i)

The object of factor snalysis is to define
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Similarly, the common and -l“-ftetou—y h

=Bt ---zszz;s?j

The eocfﬁdnts of thase factors ia equation
(1) may be represeated by the n by s sad n by =
matrices as follows:

na.aaaa

=
-1......’

naooa.a.h la.oaaa.o

...a..l-

ieaasssty

With these definitions, equt!.nn (1) may be
written in matrix form
Z=AY+ DU 3)

The matrix of observed correlations agong the
variables can be defined in matrix notstion by

R =22'/N 2' = Z transpose %)
This is equivalent te the stepwise compu-
tational proceduve given in s previous section
entitled "Computation of Correlation Matrix".

1f equation (3), the factor analysis
model for the matrix Z, is substituted into
this expression, wc have

R = (AF + DU) (AF + DU)*/N

R = A(FF'/K) A' + A(FU'/N)D®
+ D(UF'/K) A* + D(UU'/N)D'

The first and last quantities inm parentheses
both having the same form as equation (4) are
correlation matrices. The correlation matrix
of the common Factor: is denoted by ¢ = FF'/N.
The correlation matrix of the unique factors

- is an identiry matrix since the vnique factors

are assumed to be uncorrelated, i.e., repre-
sented by mutually orthogonal axes. The
remaining (wo terms in parentheses are both
null matrices since the common and unique
factors are assumed to be uncorrelated, i.e.,
mutually orthogonal. Thus, we have

R = A(FF'/N)A' + D(UU'/N)D = A ¢ A" + DD' (5)

If the common factors are also assumed to be
uncorrelated -« orthogonal
R = AA' + DD' (6)

Clearly, the correlation matrix derived from
ihe common factors only, is given by

all..-...al 8y-ecoceed
R = AR ® [eeereeennnat REIORORNL ] POt
anl......anm alm......am

P—————
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This sstrix (squation 7) is the same as the

former (equation 6) i the off-diagomal ele-
seats, but the diagoasl elemsnts, dssignated
ccamumalicies, are mmbers lese thas oms. - In
tetas of the matrix elemonts, they are gives

j LD DR (.)

nuou—auunmthmmofch
mnhtlmr,“hu-mthmummnd

ueds Tepresentations of each of
tb nrhblu as showm by the followieg:
Civea: .j’. " .jl'u + creed .j".’. + ‘juji

"ji = aji'li L SRR J .j;'d

’ | |
then r, j ; - 1t1"“"“l’ :l'jl & jl
’ - z 2 - 1
r'.l‘.‘l hjl /(1)01) hj

The off-diagonal elements of equation (6) are,
of course, the ordinary coefficients of
correlation given in terms of the matrix
elements for the variables j and k by

fagy © ;1.”“" e
NUMBER OF COMMON FACTORS

From matrix theory, it is kuown that the
rank of AA’ cannot exceed the rank of A which
in turn cannot exceed its smaller dimension,
in this case the number of columns m. Conse-
quently, although the reproduced correlation
matrix " = AA' has order n equcl to the mumber
of variables, its rank cannot exceed m, the
number of common factors. Since the number of
common factors cannot be less *han the rank
of the reproduced correlation matrix, the mini-
mur number of common factors must equal the
ninimum possible rank of the reproduced corre-
lation matrix. Since the correlation matrix
reproduced from the common factors differs from
that reproduced from all the factors only in
the diagonal clements, one of the major prob-
lems of factor analysis is to deteimine by how
mach the rank of a correlstion matrix can be
reduced frrm n by a suitable choice of
communalities i{n the diagonal. The compu-
tation of such minimal rank communalities {is
so formidable even on modern computers that it
is not normally attempted. Instead, they are
approximited by the squared multiple corre-
lations given by one minus the reciprocals of
the corresponding elements in the diagonal of
the inverse of the correlation matrix. The
squared multiple correlations are known to be
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~ previous section, )

lower bowmds for true minimsl ramk comsunal-
ities and approsch the lstter as the ratio of
the sumber of factors to the nmber of
varisblies agpproaches zero.

The solution for the & coefficisnts or
is the factor smalysis model,
oquation (1), is am eigeavalue problea
amalogous to the one eacommtered inm determi-
nh.nunlnduofvi.buunupﬂndnl
axes of rotation in dyaamicec problems.

:
it
:
4

hi -l'......l’h

Togeeeeeerekd =

is onz of the eigeuvalues,

and the column of ars is the associated eigen-
vector, the elements of which serve as the  —
coefficients or loadings of t! ptg factor for

the n variables when the A, = condition

is fulfilled. Some of the eig
zero since selecting the diagonals to minimize
rank is equivalent to maximizing the number of
zero eigenvalues, thus minimizing the mumber

of non-zero eigenvslues, or equivalently the
number of common factors as desired. When the
squared multiple correlation ia used to
approximate the true rank minimizing communal-
ities in the diagonal, the exact positive semi-
definite character of the matrix i{s destroyed
and the zero eigenvslues are replaced with
small positive add negative numbers which are
simply ignored. In practice, only those
factors associated with the few highest eigen-
values are needed in the factor analysis model
(equation 2) since the correlation matrix
reproduced from these slone often yleld a very
close apgroximation to the observed correlation
matrix in the off-diagonsl elements which are
the elewer’s of consequence.

FACTOR ROTATION

The form employed in deriving the factor
coefficients or loadings a, has the property
that the sum of the contributions of the
successive factors makes the total communality
a maximum under the conditions relating these
coefficients to the off-diagonal correlations.
As noted previously, no factor solution is
unique and other factor loadirgs not having this
property would yield identical covrrelation
matvices.

Since factors are hypothetical constructs,
their interpretation must be in terms of the
observable variables, The simplest possible

{1lustration of a clear cut factorization
occurs when a sequence of variables can be found

ininmcs i ot o Coad
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cosfficients. Clearly, thers must be some
orientation of the orthogonal factor axes for
which the squared loading coefficients have
greatar variance than for any other. Mathe-
matically, this requires rotations to maximize
the following varinnce function, the new factor
loadings nov denoted by b's.
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The h's are introduced so that im sxes rotstions

each coefficient is weighted equelly rather -
than in proportion to its commmmality which
would otherwise be the case. The actusl ro-
tations required to meximize this function
constitute a sequentisl iteration process. The
resulting b, coefficients sre called the
varimex o '
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Variance,"” Chapters 3 and 6, Jobn Wiley & Sons,
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RESPONSES OF A MGLTI-LAYER PLATE TO RANGOM EXCETATION

H, Saunders
General Electric Company
Afrcraft Engine Croup -
Cincinnati, Ohio 45215

illustrating the method.

Formulas are presented that can be employed to determine the mean squave
scceleration, displucement and stresses of multi-layer plates Jue to an
externally applied random excitation. The derived expressiose a e gensral
and can be applied to multi-layer plates having different boundary conditions.
The main theme in this paper is slanted towards all edges of the mmlti-layer
plate being simply supported. Examples of a three layered plate snd a sand-
wich plate having an external layer protecting the upper fecing are given

I{NTRODUCTION

The recent sppearance of high powered jet
engines and rockets has brought forth a new
phase of mechanicai vibration. These powerful
propulsion units generate noise and vibrational
energy vhich stem from the sources of excitation
residing in the turbulent jet mixing zones or
in the attached and separated turbulent bound-
ary layers. The oscillatory energy contrived
by these mechanisms is commonly referred to as
random vibration or random processee. This is
in contrast te tbe more popular deterministic
process. For the latter, the recorded data
indicates that an experiment conducted under
the same conditions are alwvays alike (dis-
counting experimental inaccuracies). On the
other hand where the researcher maintains the
same identical condition: in his experiments

and there is no resemblance in the records, this
is random.

The basic fundamentals of this .tatistical
apprcach are well documented in the literature
and reference should be made to them for more
intensive study.[1,2,3,6]

In mod=rn engineering practice, the plate,
heam and shell are the most prevalent elements
comprising mechanical machines, mechanical
devices and structures. The present problem
emerged from the need in determining the rms
stresses and accelerations in selected layers
of a laminated piate when subjacted to a random
vibration environment. Stochastic processes
are utilized and the {mportant constituents of
autocorrelatien and spectral density functions
for acceleration, displacement and siresses
plus the associated cross-correlation and cross-
spectral density functions are derived. The

Preceding page blank
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resulting equations, although general in nature,

are specifically applied to a simply supported
laminated plate.

MATHEMATICAL ANALYSIS

Prior to beginning the response analysis
investigation due to a random input, a number
of assumptions are promulgated.

1. The random icput is stationary and
ergodic.

2. The inherent damping residing in the
piates are small. The peaks are pro-
nounced and the response at any near
frejquency will be dominated by its

natural frequency. The ausociated
bandwidth 1is narrow.

3. The power spectral density will be flat
within ti : region of the natural fre-
quency and i{s commonly denoted by the
term "white noise”.

The following analysis employs the geteral-
{zed Fourier Analysis contrived by Weiner to
the random vibration problem. Excellent sources
of informatfon are expounded in Refs. 4, 5 and 6.

A. A Mean Square Displacement

Consider a simply supported laminated plate
(Fig. 1) whose layers are transversly isotropic
and having different values of F , v_ and h_.
Present, and soon to be fntroducld symbols, are
explained in the nomenclature sectfon with their
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shows that the fundamsutal equation
dﬁiltyno!lgtn&dpl&ie.um—

p‘v'-'(x.y,'e) + Oy, = fE5D) (D)

nl-y ? 2 0
n
By (z - 2)
al
! n 1-\9!.z 3 =

vhere all sums renge fromn = 1,2,...5.
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Laminated Plate

Employing this innovation, the classical type
aolution [8)] describing the vibration of a
plate can now be employed. In the treatment to
follow, special consideration is given to the
application of modal functions. These ortho-

gonal functions are extensively employed in the
analysia of frequencies, dynamic responses and
frequency analyais of beams and plates with
various end conditions. [4,9,10)

Initfally, sssume a defloctiom curve for
the plate which consists of & cosbined x and y
displacemsnt fuaction, i.e.,

- wix,y,t) = 2 2 @) 9,0) ‘u“’ 6

is} j=1

-qu

(l). (y) are functions of x and y, respec-
I e o Fon, qij(t) is the
gmniind coordinate.

Sthstituting Bq. (6) imto Eq. (1). the
following equation cen then be sbtsained by the
well-known otthogonality relationships.

Gy (0 + qu(t) __(ﬁ;.). m

where

a b
,(‘tyot) -] I f(‘o’tt).i(‘).j (Y)M! (8a)
0Jo

is the generalized mass:

and Meiny -

b
"(u)J:jo (""),q_(Oi(x)) (vj(m dzxdy  (8b)

The primary advantage of this approach is
to essentially uncouple the plate equstion which
hzs an infinite number of frequencies and thus
operate upon simple equations containing the
important frequencies. The equation of motion
in the 1J® mode can be written in a more amensble
form by assuming that the modal coupling due to
damping effects is small. If the introduction
of egquivalent viscous damping c(x,y) to the
laminated plate doesn't give rise to any coupl-
ing between the normal modea, Eq. (7) then

" becomea

qij (t) + C“q” () + uijq”(t) - __,_y_,t_) )
(U)

where

E” denotes the generalized viscous damping in
the 1}® mode defined for the composite plate aa

a ¢b
j c(r,y) (¢ (x))? (¥, (y))%dxdy (10)
0Jo 1 i

This further assumes that Ci = 2(;”@1 (Ph)eq.
reduces the generalized d 1:\3, Eq. (10) to a
form such that the orthogonality property can




- ‘be smployed. Permit the capital letters to

signify the Fourier Transform (F.T.); the "F.T.*

of Eq. (9) becomes [4].

By ()
Qg = I I ¢, (x) ¥0) e
(11) i.‘l
¥(x,y,w)dxdy (1)
vhere
Ryy(@) = 3 n a2)
1~ (-”—1; +1 quk;;j-

The "f.‘r." of the response equation sppears as

Wix,v,w0) = 111 2 ’ (xu e (u)

: =71 () 0 I
i=1 §=1 M) ‘"u

a ¢b
J J 6 (x)v, @)F(x,y,widxdy (13)
0J0O

The correlation relating the responses ar points
(x,y) and (x’,y') can be expressed [4].

T

— = 1im 1
wix,y)w(x',y") = 10 z"fj wix,y,t) »

-~T

wix',y',t)de (14)

where

wix,y)w(x',y') is the time averaged spatial
correlation. Employing a form of Parseval's
theorum for integrals,[6]) Eq. (13) becomes

wlx,y)w(x',y') = %j ;i: -zlﬁ [H(x..v.w) °
H*(x,y,w)] dw (15)

In a similar fashion, the spatial correlation
relating the applied forces at (x,y) and
(=',y’) can be defined as

29

s 1
o 05T ®

(3)’)‘& ') e I
[r(x,y JOPR(x' ¥ .-)]d-

'%j Go(x,y,x',y" w)da (16a)
- . haad

where

= _1
G ‘x)Y)x oy ) = T+e 29T b

P(x,y,w) P (x’,y’ ,0) (16b)

By subztituting Eqs. (9), (16b) into Eq. (11)
and simplifying

ZZIX'

2 a1 §el kel ta1

w(x,y,t)wk(x,y ,t) *

[o,(x)wj 08, () (y")

S P
*aptan u“’u

GP(x.y.x’ ' .wwl(x)wj (y)ok(x' W (y')e

dxdydx'dy'dm] a7)

Due to the complexity of the equations, simpli-
fications are made. One can define

1 a b a b
P (w) =

3 2,2 .
13k MMt 5 e fofofofo

[GF(X Y%’ ,y' vw)¢i (x)lllj e
¢k(x' )"’E (v’ )dxdydx'dy'] (18)

The inteyrand in Eq. (18) is an even function of
w, and the mean square response at any point
(x,y) car be found by allowing x = x', y = y’,
thus




g =L L I I e @v o,
a2 ts] fel kep foy 1 3 KR

Io [Pqu(') nij(ﬂ)l!:z(m)]dw - 19)

For a weakly stationary and lightly damped
system, the cross modal coupling contributions
are small and can Ye disreparded, i.¢., 1 ¥ k,
J ¢ L compared with the same products 1 = k,

3 = L. Based upon the above hypothesis, the
mesn square response can be designated in terms
of physically recognizable spectra

"z(x)’) 'I GR(x)’om)M (20s)
0

The spectral density for the distributed systes
then becomes

Spixayswd = J J I T ¢y e
i=1 j=1 k=1 =]

ok (x)‘pl(y)l’ (w) u‘;j @H , @ (20b)

11k

Eq. (20a) is the general expresaion for a multi~
laminated plate having general boundary condi-
tions. Since the theme of this paper is slanted
towards simply supported conditions on all
sides, the following sections will dwell upon
the simply supported multi-layer plate.

The deflection equation for a multi-layered
simply supported plate can be represented by

w(x,y) = sin 125 sin 1%1 qij(t) (21a)
where
¢, (x) = sin 17X : ¢.(y) = sin 17X (21b)
i A 3 b

Substituting into Eq. (8), the generalized mass
yields

(ph)e .ab

Mg 4 @

In a similar fashion, GR(x.y.x'.y'.w) yields
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» - - [_J
Gl(’o"’;v"o“) - z z Z Z C
1-1'3-- j’ly’o- k'1.3.. 'Fl.3..

[lin ivx sic in + gin kwx! sin &!1: ®
a b a b .
H, . (w)Ep, (w)
;—u;ir—r Gijk:(t')] (23)
(13" ) *13%s

The spectral density of the generalized force is

(') s ¢b sa b - N
6y @) 'jojojo Jeomgg o o

sin 17X g0 JAY o
a b

sir !gil sin &EZL Ga(x,y,x',y',u)dxdydx’dy] (24)

where the cross spectral density of the external
acceleration loading is expressed by

[2Jd [
G (xoy’x' ’y' ) = i —1"‘ "(x)y’w)"(x' oy' »w) (25)
a T+ 27T

Based upon our initial assumptions, the frequen-
cles are widely separated. For white noise, the
stimulation 18 uncorrelated with spatial posi-
tion so that "F.T." are independent of positions
(x,y) and (x',y’). Since the multi-layer plate
has an equivalent mass/unit area, Eq. (24) can
be represented by

aeb pa
Fe .y o 2
c“ki(m) [(ph)eq-] G, ) JOJOIOI: '

[sm ‘—:’S sin 1bﬂ sin k—:! sin ﬂl’:l dxdydxdy] (26)

The spectral density is illustrated in Fig. 2
and can be represented by

Ga(xoY’xoy ) -+ Go(a)

After integration and simplification, Eq. (26)
reduces to

16a%h?
o
1ikin

@n

(F) = [ 2
Sy @ = [omeg s
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Tig. 2. Simply-supported multi-layer plate
excited by a uniformly distributed

vhite noise of density Go(a).

Since the Pi;kl expression only has significance

when { = k, 1 = £, this further simplifies to
16a%b2[ (ph) , 136, (a)
Pijij(m) ® 82,2 ¢Q; ? 28
n1i%y M(ij) uij

Substituting Eq. (22) into Eq. (28) and
after some nlgebraic manipulation, the Pijij
expression emerges as

2
(16) Go(u)

ST, W

(29)
gy Yy

Py @

The mean square response at the point x,y as
ghown by Eq. (19) plus due considerstion to the
aforementioned simplifications reduces to

@ @ @«

wi(x,y) = ) ) ) P o
1=1,3.. §=1,3.. i=1,3.. j=1,3..

[(Mx))‘(w(y))zjo Piyey IHij(w)lzduJ (30)

The integrand of Eq. {30) can be evaluated by
McCalley's method [12] or method of residues,
i.e,,

Io Pyyyy Mgy %o -

6460(a)

1

L

(16)’co(a) (
13

"wij
n"ifj’ ) =

“cijwij“ "!Cijwij

3

Substituting Eq. (31) into Eg. (30), the
mean squars rasponse at point (x,y) becomes

mo (a) « -
viy) = o o 3,142 i I o
i=1,3.. §=1,3..

14 13
pu%qpm%q (12)

B.  Root Mean Square Acceleration

‘The mean square acceleration can be
obtained in s simple manner by utilizing the
basic Fourier Transform relaticaship between the
mean square acceleration and mean squave dis-
placenent, 1i.e., s <

Wi (x,y) = w* wi(x,y) (33)

Thus after proper substitution and aimplifica-
tion, the mean square acceieration at point
(x,y) can be expressed as

Ty - ooy oy g,
ST S U WK TR 5 . P
(sin Anx j sin‘jﬁz ’ (34)

b 5

C. Bending Moments, Stresses and Accelerations
at_Point (x,y)

To calculate the rms stresses, the rms
bending moaent must first be determined. The
rms bending for the multi-layer plates at
position (x,y) is given by

Mopg (X,¥) = N e

(35)
The moments M(x,y) are expressed

= 33w 3w
Mx(va) DP ( g‘xT + \)e gy—z- (368)

3w 3w
My(x,v) = -De(v + Ve &T) (36))
M (x,y) = D_(1-v )|2%w (36¢)

“xy Y e e

ax3y

i, v S 2 i

s

E
1
3
%
b
3
i
_?




Substituting Bq. (6) inte Bq. (36a2) and
r-flvu!rhc

o ) Ly NN -
= = ..“") o <P T"‘,

N s X))
Vohy () "',fr‘

e

yy® on

Precrading in & mammer correspondisg to the
sualysis described ia the previows sectiocss with
the crose spectral deseities being negligible,
the asm squars bending momsnt preseats itself
e L

¥y | 6 (nyas a8
0 'x
vhere
4 - a%¢, (x)
3 (x,y ) =D} ar= ol NOR,
n, ® e1,3.. 3-1.3.. ]
R .
% ve’:l(’) - Pijij a:lj("‘)aij (w) (39)
E" = The expression in the integrand was previously
3 evaluated and the mean squsre bending woment
reduces to
64C (u)
N (x,y) = = ; w )1112 [‘

13 1§

)] oo .a;_af [ i) o

Hix.y) 12 4+ v [12
MGy - P [ o[ 18 )]
\2
GL(a)
[ ] I sin i"X gin JTY (3N
1'CUU“ a b

The power spectral dencity is comonly represent-
ed by G(f) which is in units of g?/cps.

G()(3O) ey
) o

G (3) = — (42)

<0 2%

 Swbstituting the quantities of l1. (u) i.lto
Ig. (41), the tu-lu -lnu slwutm becone

[w . ».(H]

LGy

ijf 1.1

irx
"u‘”]l sia == sin 1‘3 43)

The expression for My(x,y) sod M,y (x,y) can be
similarily derived. "The rms stress at any
location in the multi-layered plate is

Hx(l,')l_ 5
X ___an :
o‘i:-.y) - (1-‘):)9‘ (44)

D. Root Mesn Accelerstion in Cosmonl
Used Porm of cps)
In an analogous manner, the root mean square
mhmion can be represcated in the normally

used (g2/cps) form by substituting Eq. (42) iato
Eq. (33)

8f G(f)
G(xl’) O _1'1 [ ]
LN
2 stn 155 540 jg’- (45a2)
1=1,3.. j=1,3.. a
vhere
G(x,5) = "—(41)-3:6 (45b)
EXAMPLES

A. Consider a simply supported (a = 12",
b = 8") plate having three laminated
sections (Fig. 3) with the following
physical and geometrical properties.
Determine the rms acceleration and the rms
stress at the center (x = a/2, y = b/a) of
the outermost portion of layer #1 when the
plate is vibrated in the range of 50-
1000 cps with a rando- vibration input
level [G(f)] = 2.0 g /cps, z = 0.02

The important physical parameters for the
composite plate are:

D = 3.45 x 10°
[ ]

z = 0.261
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. 3. Three hyoc_ plate.
Layer l%) v v(ﬁ,’ -h(tnﬂ

n sx105 [0.3 |o.008 | 0.2

” 10 x 106 [ 0.3 | o0.1010 | 0.05

3 | 30x10% [0.3]0.203 | 0.0

The predominant natural freque.:..izs are
£19 = 332 cps tn = 2068 cps

2& res woment M _(x,y) at x = a/2 , y = b/2

MG 2 - 0,203 181 ()

The rms stress at point x = a/2, y = b/2
in Layer (1) is

T (8 By - 1b
o‘(%. i’ 353 22 (rms)

in
and
a b, _
G(z, -i) 262 g (rms)
Since f,, is out of range of vibration

inputs ég the composite plate, it is not
considered any further. ’

Consider for the preliminary design pur-
poses a simply supported honevcomb plate
(a=12", b = 18") containing a thermal
protection insulating outer layer (Fig. 4)
having the following physical and geomet-
rical characteristics. Determine the rms
acceleration and rms stress of the center
(x = 8/2, y = b/2) of the outermost section
of the botiom facing (#4) when the plate is
vibrated in the range of 50-1500 cps with a
random vibration tnput [G(g)] = 2.0 g?/cps.

o

—_
i
N
Sisaspomd Cioe
L _

- m. ‘.

Noneycosb and cuter thermal

- Table ia
Physical Characteristics

Layer | K1) V(2 | v | 2o
@ | sx10* fo.n |06 |o.02

@ |16 x 10

0.163 | 0.008 } 0.02

(&) == 0.0075 § 0.5 0.02

) |16 x10° |0.263 | 0.008

0.02

*Assume viscous dawping of 0.02 for eniin
composite plate.

The calculated frequencies derived using
Tadle 1b are:

fn = 1061 cps

o

a by . in 1bs
o Hx(? -2-) 22,4465 = (rms)

The stress at hottom facing (#4)

B L
9% 3 2671 Ta? (rms)

The acceleration response of the panel is

&, %) = 468 g (rms)

CONCLUS fON

A procedure has besen p.esented to determine
the s*ochastic pcoperties of displacement,
acceleration and stress in a simply supported
multi-layer plate when subjected to a random
excitation., The auto-correlation and cross~
correlation functions with corresponding
spectral densities have been presented.

Further extension to multi~layer plates with
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Table 1b

Section Properties

E h Area = Th ] Ehz Y T
@w| sx1* |o.e ax10® 0.3 | 0.9x10" 0.00 |6x1073
@ | 16 x 10° | 0.008 | 10.8x10° | 0.604 |6.5232x10*% |ec.163 |1.304x107?
|+ 0.5 - = = 0.0075 | 3.75x1072
%) | 16x10° | o0.008 | 10.ax1¢® | 1.112 | 12.0006x10* | 0.163 |1.304x1073
&
Y 24.6x10% 19.4426x10% 12.358x10"3

#Honeycosb core coantributes very little to the overall bending of the composite
plate but serves the extremely useful functions of transmitting shear between

theu.

zZ =0.79 -
B, = 31.42857 x 10%

- C, = 25.1648 x 104

b, = 23.018x 10%

D, = 2.8692 x 10°

cther boﬁhdnry conditions can be formuiated by
following the procedures detailed in the paper.
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NOMENCLATURE

Bl’ Cl, Dl Expressions employed in determin-
ing the natural frequency of the
multi-layered pleces; Eqs. (3-5)

C(x) Viscous damping coefficient
assumed te vary as a function of
XeY.

De Equivalent Plate Rigidity Eq. (2)

En Modulus of elasticity in n layer

f(x,y,t) Excitation or forcing function

acting upon the plate

e

f(x,y,i)f(x'.y‘,t) Time averaged spatial cor-
. -Telation of external forces

F(x,y,t) Generalized force in {§ mode
G(x,y) Acceleration (rms) of multi-layer
plate at point (x,y)

G (a; Magnitude of uniform spectral

Y density

H(w) General notation denoting a fre-
quency response function

g o Spectral density of the external

k2 loading weighed by generalized

masses and modal frequencies

i,] Double subscript notation; {
applies to x direction and y to }
direction

wix,y,t) Lateral displacement of the piate

34
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from its static equilibrium
position.

w(x,y,t)w(x',y',t) Time averaged spatial cor-
relation between the response at
(x,y) and x',y") ,

T Time duration of sampled record

t Real time

= DEYyI ey e
gz o P e TR eyt iy g




e

A

e

-llul.tyofﬂlmt

L
LI Thickasss of =8 layer
s, Bistaace from origis to ead of n@

(ﬂ)q' Equivalent mess/unit ares of multi-

layer plate
4 Dampiag factor
zq Damping factor for the £{J® mode

defined as "lj"ct vhere cg4 i3 the
viscous damping coefficient for the
1J® mode of the ssiti-layer plate
wd c.p = 2(pk) gy w4 is the
critical desepicg ccefficient.

o Frequancy of the forcing fuaction in
rad/sec
iou Katural froqn;ey associated ﬁth ije

mode of the system (rad/sec)
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RESPONSE OF MELICUPTER ROTOR SLADES TO RAKBON LOADS BEAR MOVER

€. Lakshaikanthan and C. V. Jogs Reo

The respoase of 2 flexible helicopter rotor blade to random losding is
investigated, the random input Seing

the vertical wvelocity compomest. The
1odel takes into accouet blade flexibility ia beading as well ss torsiom, - -
and also gemeral votor-emd fixity. Thé 3poctral deasity and the msan
squre value of the transverse displacemsnt are computed for both hisge-
less and hinged rotor bisdes and the results are evalusted.

Most of the investigations of helicopter
rotor blades have been relzted to the flutter
phencmenon, see for cxample Ref. 1. and as such
form part of the classical stability (eigen-
value) problem. Here ome is not interested in
the entire response history but only in its
deviation fros a norm (infinitesimal or other-
wise) at a critical value of the influencing
parsmeter, say the angle of :ttack. While such
investigations are useful for design purposes
if the parameter is nonrandom, the entire re-
sponse spectrum becomes ilporunt when it is a
random function, as the failure of the struc-
turc may be dependent on the peak values of the
response even though the critical value of the
perameter is not reached.

Considering the often-turbulent environ-
ment in which a helicopter rotor blade operates,
and also the various flight conditions under
wvhich random loads prevaii on the blades. it is
evident that the response of rotor blades to
random inputs is of great design iwportance.

Research in this direction has barely
begun: the only gertment studies to the au-
thors’ knowledge<s> are based on the very sim-
plified model of a rotor blade as a rigid beam
with a hinge at the rotor-end excluding all
coupling effects; and hence are not too satis-
factory from the standpoint of a structural
designer.

Consequently, a fairly comprehensive pro-
gram has been initiated at the Army Materials
and Mechanics Research Center to study the
response of rotor blades to random inputs in-
cluding factors of blade flexibility, rotor-
end fixity, coupling of bending and torsivnal
effects and also to examine the possihle
noalinearities.

Preceding page blank
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This psper reports on the first phase of
the program. Here a comsistent first-order
small-motions theory is utilized to obtain the
governing equations of motion 88 a linear system.
Also the forward speed of the vehicle is consid-
ered negligible in comparison with the tip speed

of the blade and thus the linear system has con-
stant, i.c.. time-invariant coefficients. Finite

forward speeds, introducing varisble coeffi-
cients, will be dealt with in a sequel.

EQUATIONS OF MOT10N

Generalized Force Balance Fquations

The equations of motion of a rotating blade
in an sirflow have been derived in seversl
places, see for example Refs. 1 and 4. However,
most of these are explicitly written for a
hinged or an articulated blade in terms of the
rigid flapping angle.! Since we are interested
in both hinged and hingeless blades, a general
derivation is presented below.

Figure 1 shows a typical blade bent along
its elastic axis in the X-Z plane rotating about
the Z axis with a speed 2. Figure 2 shows the
blade section under a twist 6, as well as the
respective locations of the aerodynamic and mass
centers from the elastic axis.

1t is convenient to nondimensionalize all
iengths by choosing R, the blade iength, as the
wmit. Thus all lengths, such as the chord, and
displacement are ratios with respect to R. Then
all the pertinent quantities for the dynamics of
the problem have the units of mass and/or time
only.

In order to obtain a consistent first-order
system of equations, small angles and small mo-
tions are assumed allowing the principle of
superposition to hold. Hence in deriving the

i
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NOTATION =
| blade section lift-curve slope z dimensionless transverse displacement
¢ dinensionless blade section chord of blade ' :

B blade modulus of elasticity “th e inverse of relaxation time
& transverse displacement of k™ bending Y generalized Lock number _
mode " kth node shape
1 blade sres moment ) tlade section twist
Igs 1‘ section moments of inertia sbout the vy ratio of k** bending frequency to the
center of mass and elastic axis, rotational speed
rvospectively [ air density
L 1ifting force g2 variance
%, gomoralized masses T generalized time (arbitrary time
U, velocity component in the 2 and interval)
tangential directions, respectively 2 bisde rotational speed
x dimensionless coordinate slong blade . frequency parameter for spectral
YA dimensionless offset of aerodynamic " density rerresentation
center from the elastic axis [*%) aonrotational torsionsl frequency of
7 dimensionless offset of center of mass the blade

from the elastic axis

- equations of motion, it is convenient to consider
first the bending of the (untwisted) beam, Fig.
1, and add the torsional effects on the bending

ssparately.

“-Thus the iiéndiu moment M(x) at a current
roint x (Fig. 1) is given in terms of an arbi-

trary point s as:
Mx) = f [g%‘ {8) - z(o) m(n)] (s-x) ds -
’ x

.} 822m (s)[ 2(s)-2(x) ) de m

wvhere z is the nondimensional displacement and
L, the thrust of the vehicle, acting along the
Z direction, D} is the rotational speed and m
the distributed mass of the blade.

Equation (1) takes into account only the
centrifugal force produced by the rotation, as
the Coriolis force for small motions is neg-
ligibie! in comparison with the centrifugal
force.

Differentiating Eq. (1) twice with respect
to x and introducing the linear beam flexural
formula M(s) = EIz", we have:

1
(E1z'")" - 2" kf s0%m(s)ds +

2

2 mx2? + mim = 32 @)

In Eq. (2) th» prime denote differentiation
with respect to x and the dots, the time deriv-
atives. We set

on
z = kZ n, (x) g, (t) (3)
=1

where ny (x) are the orthogonsl wode shapes of
free (natural) vibration of the rotating beaa.
Assuming a simple harwonic motion we let
_ iy 2t
g =8 ° : (4)

where v, is the ratio of kth bending natural
frequency of the rotating beam to the speed of

- rotation Q.

Substituting Zqs. (3) and (4) iato Eq. (2)
and recalling that no external forces are pres-
ent during a free vibration, we find

(E12")" -2" f 892°m(s)ds +

X

[
2/ mix) 2 - k{:l mve’n g )

Hence £q. (2), the vertical (shear) force
balance equation due to twistless bending of
the elastic axis, becomes

0
o 2 2 . gL‘.
k@, My [gk A" gk] dx (6)

In order to take into account the contrihu-
tion of the twist to the vertical force balance,
we assume that the torsional flexibility is all
concentrated at the root. If 0 is the twist
angle, positive downward, Fig. 2, and yj the
location of the mass center from the elastic
axis, then Eq. (6) becomes modified as:

. 2 2
kz=:1 m [+ 2?ving g, -

yy @+ 929)] Lo

b g o s AR
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“Multiplying Eq. (7) by n; and integratisg
over the entire blade length,’we find, after
vecslling the orthogomality of B; that the fol-
lowing helds: - ' :

'ik.fmn:dx.-rv:nz(t'émn:d:-
o 2 V 1 2 dL
o+90 ﬂ{mylnkdx- ‘éqk-&-dx

kel, 2, 3.....®
Defining genoralized masses

2
“k = -[ mnkdx

My, = fl""l"k"" o
° — - ®

and

we find: -

M @ + a%ig) - My, @+ a%0) =

n, dL
-{' k ksl, 2....=

If we restrict our attention to the first
two significant bending modes of vibration of the
rotating beam, as these usualiy carry most of
the energy of vibration, thereby implying that
z is now given oy

9
z 20,8, + 1,8, 9)

we can srite two equations of motion from Eq. (8)
by setting k=1 and 2 respectively.

Next we consider the torsional motion of the
blade. Figure 2 shows the blade section under
the action of an aerodynamic moment dM about
the elastic axis., If I, and Ig are the section
moments of inertia about the center of mass and
the elastic axis respectively, and w, is the
nonrotating natural frequency of the blade in
torsional motion we can wrice the following
moment balance equation" for the section

1, @+ 020+ 150l 0 an
m [('z' = yI'O')+ 02 (z- yle)] Y = gah%l
or
’ dM

L0l o 2 A
Ip 6+ 9)+Iew°9 -mi{z+Q z}yl i T
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e con sgain integruts Bq. (10) cwer the blade
lq&.d. ﬂudn!:? 1), sbtain

2 : 2
,“’__““ n{)--u,l Glfo (A

1)

svhere .

My, Gz * "z'z’ * ( “'A

‘ l-j;.dx and “’k’.[ my'nkdx

Then from Eqs. (8) aad (11) we cam write the
following implicit_equstioms of motion for the
coubined beading snd tersiomal vibration of the
rotating bess:

. 2.2 2
MG, +2%ie) - u"('o‘uz 6) s

fn‘dl.
b i

. 22 2. 02
M@, + 2°vog) - My2(0+n ) =
[nzdb

.o 2 + 92 ) -
My @+ 2%+ Myzﬁz )

1[3», (92+..,§)o] 5o deA

Aerodynamic terms for the Random Problem

12)

Since the forward speed of the vehicl~ is
assumed to be negligible, the only velocity
components that produce the lift and moment on
a typicai blade are: U,, the velocity component
in the Z direction and Uy the tungential veloc-
ity due to rotation of the blade. For the
random problem it is convenient to assume that
U, is the only component that has random
characteristics. This is in agreement with the
usual aeronautical practice of considering only
vertical turbulence. Furthermore, we assume
that the random part of U. is a stationary,

ergodic random function of time, then we can
write

Uz = Uzd + Uzr

#z(x,t) + U a3)

Where Uzg, Uz, are, respectively, the nonrandom
(deterministic) and the random parts of u,.
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vhere c is the chord length ratio, 2 the slope

" of the 1ift curve, yhthe distance of the aero-

dynamic ceater from The elastic axis. C'(k)

is comparsble to the classical Theodorsen
function snd is related to the rotor wake
effects. Since c<<l, Eqs. (14) mxy be comsider-
ably simplified by retaining only terms of the
order c. C'(k) is taken as 1, isplying that the
rotor wake effects are ignored.

Recalling that U, = @x for any point on the
blade, and using the sotation of Eq. (i3) ws
finally have

dL = -0.5 pacx(z + 2x8) - 0.5 pacaxU dx 15s)

dM = 0.5 pac yAnx(z + {1x8) + 0.5 poc yAnxU dx

Equations of Motion

Utilizing Zqs. (15) in the experssions of
Eq. (12) we are in a position to write down the
system of equations with constant coefficients
with the right-hand side showing the random in-
put functions as follows:

0o

- 2 2 .
@, +kyy g +vi27g) + kg - (16)

(010 + kwe) =c,U

. 2 .2
kyy 8y = (Bt ky, 8y +v; 0%,) -

(020 - k230) = CZU

Bl(" + k330) = caU

. 2 ' . 2 -
(8) +kyy 8y + 2°g))+ u gy + gy 8y + P7gy)

- 2
.ll =90.5 Qy t xn‘ [

nieeest frnne

k“-cln’-o.s%'n ‘[ x?n, &
&y, = 0.5 04, /M,) oy f xn 0y dx
Kyq = 0.5 (M,/M,) 0'1'-(“);(!:

“ -
Kyy = @, az-o.sfz- 0 folxzn,dx

YA -
ky, = 0.5 = n'rfx'l‘dx

1 (\]
M
JAT1- f
"32'0'542 szn A xnzdx

YA =
c3=-0.259;—1
1
a, =1 sM_/M

By = u/my

=M /M
g yz/ 4
p

and 7= .Ma_‘é. , the generalized Lock number,
1
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in terms of the cofactors of the following 3x3
matrix:

;2
- +&ll“+vln
Az | ke | an
-...2+uguu+ n?
2
iklzu alu -kls

“Feiigperiat ephy

- ikt 2 By (Pekyy)

If aj; are the cofactors of the elements
Ai{ of the matrix, Eq. (17), and 4, the determin-
ant of (Aj;), then the spectral densities of the
output are given by:

2 2, 2 2
lAlZSgI(m)- [c%laul +c§|a21| +c3|a31

_ (18)
+2Re {clcz(a“a2 l) +

+egeylEy pap) * ege @3y | ] Sgw)

8 (agy 0 = [cRla 2 +cdla | o cSing i

+2me { °1°z‘§2‘?£ =

+ et ) + eyt fign )} | S

la%se g0 = [y 8100+ 35 222!
+ Ty yg) + €)CoF oy +iypa ) ¢
+ °z°5 (x, Py + iy 1*22) 18

tegefagmy, *3‘.11‘32’] Sgle

2, 12..2(. 2
|a}?sgtu = [czllala'z*czl‘zzi +cglagy

(19)
+2Re {C lc2‘513a23)+ c2c3‘523333)

+cge (@gqa,,) } ] Sgle

In Eqs. (18) and (19) bars denote complex
conjugates and Re stands for real part of the
quantity following.

From the assumed form of z = nj1g; + nag2
and the transform duality relationship between
the corvelation function of a random variable
and its spectral density’’® in the case of a
stationary random process, we can show that

< 22 > = :/: S, (w) dw (20)

(21)

2
S, (w = "21 Sg,(w) + n, Sg,(w) + 2nn, Re Sg,g,(w) .
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vhere < 22> is the moan square value of z, the
transverse displacement.

Assume for the iaput fucxtion the follow-
ing auto-correlation fumction

Ruﬁ) = o? e-"H @)

vhere o2 is the variamce, 1/a the relaxation
time and v the interval between any Jpecified
times,

¥e can obtain from Eq. (2Z), using the
transform relationships of Ref. 7, the following
expression for the spectral density of the input:

2
gl = %
% " +u?) 3
The correlation fuaction defined in Eq. (22),
being the standard form of a weakly statiomary
Markoff Gauss process, occurs in many physical
processes ard hence is a reasonable choice for
an input functicn. In fact in Ref. 2 & similar
for Sy is derived on the basis of Karman's theory
of isotropic turbulence.

¥ith Eq. (23) defining the input spectral
density, we can readily compute the mean square
and the spectral density of the response z for
given choice of the model shapes n; and nj.

Special solutions of interest are easily
obtained by modifying Eq. (16) suitably. Thus
for example the case of zero torsion (of inter-
est for comparison) is obtained from the follow-
ing 2x2 system:

os M 2,2 d =C et
(gx”‘]gl""ln gl)”‘ngz ('IU
(24)
k., & + (@, +k,, &, +v20%g)=C,0
21 By V(B T Koy By TV, By 2
ORTHOGONAI, MODE SHAPES

(a) Hinged Blades

For the hinged or articuvlated blade, the
normal modes of bending, n., and the ratios of
bending frequencies to the’irotational speed,
“j {j =1, 2), are taken as:

2
ny =X n, 3x - 4x

(25)
v, =1 vy = 3

The orthogonal modes n; of Eq. (25) are used
extensively in the lit2rature on rotor blades -
see for example Ref, 4. The first represents a
simple rigid flapping about the hinge and the
second is a polynomial approximation to the
actual mode shape of the rotating beam in
bending.

42

(b) Hingeless Blades

For the hingeless blade, vhich L4s not
received as wide stteation ss the hinged blades,
though most rotor designs are closed to a
hingeless configuration, no simple expressions
cosparable to Eqs. (25) are available. The
first uontrivial mode for this case is treated
mll‘ as rigid flapping with an off-set
hingel®, However, the model shapes used in
this paper were computed from the sumerical
values preseated in Ref. 11 where the natural
vibration problem of rotating beums with various
end conditions is treated in great detail.
Since the modsl shspes cater into the evaluation
of integrals kij following Eq. (16), mumerical
integration was directly performed for Kjj with
the values of nj from Ref. 11. The vj values
were also deteriined from Ref. 11 and were
found to be

vi=1.2 wv,=27,

NUMERICAL CONSTANTS

General Constants

The following numerical values were for
the general constants occurring in the problem:

Y=4 a=22 o231 gal

Y, the generalized Lock number, is a
measure of the losding on the blade and in the
current usage has a range from 2 to 16 . The
remaining constants are all arbitrary as far as
the response is concerned and hence have been
chosen conveniently.

Blade Constants

Since most of the inertia terms occur as
ratios, the simplest choice of the constants
was obtained by treating the running mass of
blade as a constant. The aerodynamic center
and mass center eccentricity ratios y, and Y
respectively were taken as-- 1/640 ana 1/400.
1, the integrated blade moment of inertia about
the elastic axis, was obtained from

M 1
1. 2
i -3000/0’ ny dx .

Then the ratios aj, ap, u and M;/M; are
obtained from the following simple relationships:

1

n_ dx
Lo
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Figures 3a and 3 show a plot of the spec-
tral deasicy, S;, of the trac-ver:e response,
evalusted at the blade tip (x .: for the hinged
snd hingeless cases, with and without torsicual
coupling; Fig. 4, similarly sl.ows the spectral
demsity Sy, of the torsional vespomse. Only the
right half of each curve is shown as they are
all even functions of w. Figure S gives the

mesn square of the response z for the various
cases.

Though these plots are only valid for the
specific values chosen, yet some general obser-
vations are possible. Firstly, the response
in the hinged case is, predictably, higher than
that in the hingeless case. Secondly, the dip
in Fig. 4 of the torsional response occuring at
the corresponding peak of the bending response
(Figs. 3a and 3b) shows that at those frequen-
cies the energy is entirely taken up by the
bending modes.

Next in order of importance is the absence
of a second pesk in the torsionless case of
Figs. 32 and 3b and its presence in the coupled
torsional case. Even with torsion, however, the
second peak is prominent only because of the
present plotting on a logarithmic scale. The
second peak is at least two cycles in magnitude
lower than the first, indicating that there is,
perhaps, only one main energy-carrying mechanism,
namely the fundamental bending mode.

Finally, we note from Fig. 5 that the tip
deflection is a relatively high fraction of the
blade length. This would indicate that the
present linear model based on small displacement
theory is only =2 first approximation: future
analysis will have to consider large displace-
ments.

We could carry the results one step further
and compute the mean number of threshold cross-
ings per unit time using the output spectral
density7. Such calculations are useful, for
example, in predicting the fatigue life of the
rotor blade. However, this will be presented
in a sequel where the forward speed of the
vehicle is dealt with,

The principal aim of this paper has beecu
to present a consistent first order set of
equations for the problem of a rotating blade
under random loading, with features including
blade flexibility, root-end fixity and modal
couplings. The results from this problem, thus,

couplings s10 perhaps not very sigaificaat st
least for the limear system comsidered. It
remains to be sren if this will be borme out ia
nof:lhur systems due to larpe-displacemest
effects. :
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INSTRUMENTATION TECHNIQUES AND THE APPLICATION
OF SPECTRAL ANALYSIS AND LABORATORY
SIMULATION TO GYN SHCCK PROBLEMS

D. W. Culbertson
Naval Weapons Laboratory

Dahlgren, Virginia

and

V. F. DeVost pe
Naval Ordnance Laboratory
White Cak, Silver Spring, Maryland

Described are instrumentation techniques used in, and major
results of, measuring the in-bore environment in 5" navy guns,
performing spectral analysis of gun shock, and conducting
laboratory simulation and correlation studies.

BACKGROUND AND INTRODUCTION

During 1969, a series of in-bore
ammunition premaiure malfunctions was
experienced during 5" naval gun firings.
An extensive investigation identified
the most probable cause of these mal-
functions as reaction of defects in the
projectiles' explosive filler to the
gun ballistic environment. Accordingly,
actions were taken to e.. :blish ammuni-
tion production improvements as well as
inspection methods to detect and remcve
faulty ammunition from service use.

Subsequently, during 1970, addi-
tional in-bore prematures were experi-
enced with ingpected ammunition. At
this time, examination of the sccumu-~
lated in-bore premature history indl-
cated a strong correlation between the
observed events and the very early time
gun ballistic environment produced by a
particular propelling charge assembly,
see Table 1. Renewed investigative
efforts were directed toward definition
of the early-time 5" gun environment
and its effect on ammunition verlorm-
ance, The rather unique techninues
involved in this investigation and the
general findings are discussed herein.

The reported work was performed
during the neriod November 1970 through
May 1971. It was a major portion of a
Naval Ordnance Systems Command sponsored
nrogram designed to determine causes of,
an” ramedial measures for, in-service
gun ammunition malfunctions. Actlons
of the overall program are currently
being, published [17, and will Le

Preceding page blank

TABLE 1 e
Explosive-Propelling Charge Correlation
for 5"/38 Ammunition In-Bore Prems“ures

Selectez Parameters of 1970

In-Bore Prematures:

Event Type Type Bore Travel
No *|Explosive {Propelling {to Reaction
* Load Charge (in.)

1 A-3 Type A 1.8
2 A-3 Type A 11.0
3 A-3 Type A 10.0
Yy A-3 Type A 6.0

Accumulated In-Bore Premature
Rates for Six-Year Period

§
A-3 Expl/Type A Prop Chg...l/l.‘;xlog
A-3 Expl/Type B Prop Chg...0/1.4x10

available to qualified reguesters from
the Defense Documentation Center by
about early December 1971.

PROCEDURES AND EQUIPMENT

Ballistlc Performance Studies. Two
princlpal experimental methods were
used to measure the 5"/38 gun ballistic
environment and its interaction with
ammunition assembly components: a 5"/38
MARK 12 MOD 1 gun barrel was instru-
mented as shown In Fig. 1; and spec~ial .
test projentile assemblles were
instrumented with either peak-reading
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Fig. 1 - Instrumented 5"/38 gun test vehicle

mechanical transducers or continuous-
recordirg pressure and acceleration
transducers as shown in PFig. 2. The
1ocations of these transducers were
selected to provide information on the
pressure~time history at the bage and
mouth of the propelling charge and the
resulting pres-r.e and shock loading on
the projecti® str.cture and components.

Ingstrumentation cha-acteristics were as
follows:

a. The continuous-recording pres-
sure transducers were exclusively the
Kistler Model 607A, having a 75-ksi
range and a 2U0-kHz resonant frequency.
The continuous-recording accelerometers
were elther Endeveo Models 2291 or 2292,
having respective range and resonant
frequency characteristics of £100 kg,
250 kHz and %20 kg, 125 kHz. Low noise
coaxial cablie was nsed throughout.

Data recording was on a Honeywell Test
Instruments Model 7620 wide-band mag-
netic tape system, dcuble-extended mcde,
432 kHz center frenuency, D.C. to 80
kHz response at 120 inches per second
recording speed. End-to-end system
response was 30 kHz. For the instru-
mented projectile experiments, the
transducers were "hard-wired" through
the gun bere to the signal-conditioning
and recording equipment; tnls technique
provided frem 0.5 to 1.5 milliseconds

. of recording time before adverse cable

motion/destruction efiects were
experlenced.

b. Mechanical gauges consisted of
neak-reading, self-recording acceler-
ometers and oressrure transducers. The
accelerometers were the Mindlin gauge
ccprer-ball, used to meagure set-back
shock spectrally at four frequencies,
and the NOL WOX-5A, used to measure
transverse and svin ac~ lerations [2].
The peak-reading pressure gauge con-
sisted of a base-detonating fuze body
modified to incorporate four peak-
pressure-reading diaphragms; the dia- .
phragms were located circumferentially
on the fuze body just forward of the
threaded portion. These gauges were
calibrated in the NOL 21-inch Air Cun
Facility, using a set-back simulator
developed specifically for gun inertial
loading studies of projectile fillers.

Shock Spectra Analysis. Shock data
analysis consisted of determining the
component frequencies of the projectilz
assemblies used In the investigations
and performing analog computer analysis
2f the components' response to the
early-time pressure and acceleration
pulses measurad in the ballistic
performance studies.

&. For component frequency analy-
ses, the projertile assemblies were
simplified to a three-component struc-
ture: base, shell, and filler. The
fundamental frequencies of individual
components were computed using the
longitudinal sound velneity in
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Fig. 2 - Projectile instrumentation

materials theory [3], ana were experi-
meritally measured by monitoring the
free--body ringing response. A schematic
of the projectile and representative
data obtained during the experiments )
are shown in Fig. 3. Tebulated results
for emptx and for inert and explosively
loaded 5" projectiles are given in
Table 2.

b. Single-degree-of-freedom (sdof)
system responses to the experimentally
determined gun-orojectile pressure and
acceleration pulses were computed using
the NOL Analog Shock-Spectrum Analy:zer.
The analog analyzer was used in lieu of
digital computer technlques because
primary interest was only In the early-
time, £1.0 millisecond, portion of the
gun ballistlc environment; additinonally,
many of the countlnuous shock recordings
contalned large signal errors at cable
destruct times, which would have been
difficult to correct -n the digital
system. Response accelerations were
obtalned for sdof system frequencies
of from 430 Hz to 45 kHz; system damp-
ing was 2.0 percent of critical.

Simulation and Correlatlion Stud’es.
Laboratory simulations and analytical
modeling were performed during the

- Investigations in order to obtain

better understanding of cbserved
experimental results and to minimize

costs of full-scale experiments. These
efforts were primarily concerned with
examination of the 5" rropeliing charge
Jenition-ammunition interaction phe-
nomenas initial ballistic performance
experiments suggested the presence of
ignition compressiocn waves possibly
producing conslderable grain and car-
tridge case closure plug motion in the
Type A propelling charge. Flash X-ray
experiments, using an unconstrained
fiberglas cartridge case with standard
primer, propellant, and closure plug
components, were performed to obtain

a more quantitatlive understanding of
the phenomena, Concurrently, air gun
experiments were performed: the appa-
ratus 1s shown schematically in Fig. 4.
The experiments were desigried to estab-
lish an economical laboratory techninue
for simulat®ng the wbserved early-time
gun ballistic environment on the base
of projectiles. Tho resulting tech-
nigue was subsequently used tn study
the response of specifilc ammunition
components, especlally mechanfcal fuze
compenents, to the simulated early-time
gun environments.,

MAJOR RESULTS AND DISCUSSION

Ballistic Performance Measurements.

Data obtalned from the high-response
pressure-time Instrumentation In the




|
i
i
I

f - . Ge Smell (I =1.391t) -

%Ha c*ed a'ter shell
rrequency negsu

RS e -

o-riller (B = 1.16 ft) =

Fig. 3 - Component frequency measurements

gduc.d from
i t::l' available copy.
TABLE 2
Projectile Component Frequencies
Measured Computed Log
Projectile Com Damoing
Composient Freguency Frequency Decrement P
Configuration (kilz) (kHz) A (% Critical)
e —— |

Base 61.0 €5.5 * *
Empty -

Shell 5.8 5,9 1.05 <0.5

Base 46.0 65.5 * *
Inert
Loaded Shell 5.8 5.9 1.14 2.0
(Filler "E")

Filler 2.9 2.8 1.08 1.0

Base 50.0 65.5 < *
Live
Loaded Shell 5.5 5.9 1.2 2.6
{COMP A-3)

Filler 2.7 2.8 * *
*Not Measurable
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o chamber walls quickly identifled

e significant difference between Type A
and Type B propelling charge ballistic
performance; at the cartridge case
mouth, the Type A charge consistently
produced a charscteristic step rise as
comparsd to the more gradual rise cher-
acteristic of the Type B charge; see
Fig. 5 for comperison. The overall
pressure-tizme pulses for both types of
charges are compared in Pig. 6; analy~
ses of these profiles incdicated that
strong, combustion compression saves
were present in both charges but that

this phenomenon was more severs in the '

Type A charge. Further analyses,
including consideration of pressure
measurex >nts made at various distancec
along tie propellant bed, and the
dets'l design characteristics of the
znarge ignition systems, indicated that
the sbserved wave actiun was related to
initial propellant ignition and subse-
quent burning front development, Also,
the analyses suggested that significant
prorellant mass was being accelerated
benind the closure plug, adding to the
mass impactivg the projectile base.

Data obtained from the !nstrumented
projectile experiments are given in
Table 3 and recordings are shown in
Fig. 7. ¥while the mechanical gauge

<

PRESSURE, 5 KSI/DIV

effort was hamperod by projectile
recovery problems, useful data were
cbtained indicating that setback
shocks, angular accelerations, and
projectile filler base pressures were
significantly higher in the rounds
fired by the Type 2 propelling charge
than in those fired by the Typ2 B
charge. The continuous-recording
instrumentation provided usef:l data
during the very-early-time charge
ignition-projectile start period, about
0.5 to 1.5 milliseconds from initial
projectile base pressure rise. Theze
data, as shown in Pig. 7, establizhed
tha . the projrctiles fired with Type A
propelling charges were sutjected to
significantly more severe eariy-time
shock than were those fired by the
Type B charge. Of particular signifi-
cance was the high-amplitude, short-
duration pressure vulge observed by
the pressure transduc.r in the profec-
tile base; it was hypothesized that
trhis pulse was caused by initial impact
of the Type A propelling charge closure

. plug and accelerated propellart grain

mass. This was verified and quantified
during simulation studies as explained
below and was found to be the most
probable cause of explosive filler
initiation in the service premature
functionings.

L J L

L L3
TIME, .OMS/DIV

Fig. 6 - Comparison of pressure-time profiles
o
2

f

Type A and Type B nropelling charge
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Mechanical Gu31¢c Data

Round
¥o.

2

WOX-5A Spin Acceleration

Type A Propelling Charge

Pressure Gauge -

Ball
Deformation

3.75

(Rad/Sec?)

Disphrags
Deformation

-

Peak
Ave (1/1000") _(1/1000%) (pe1)
1 2.60 - 585,000 t e =

840,000 6i.0 29,500 h.o
3 h.95 1,100,000 70.0 30,400 5.0
3 B Propelling Charge _
1 . - - - -
2 0.8 ' 180,000 40.0 27,000 13
3 e L - 48.0 28,000 18

#20,900 psi for Type A and 23,800 psi for Type B charges

triller in the region around the gauge diaphragms was gouged when the
base fuze was assembled and was nct in contact with the diaphragms.
Readings were very low.

$Round broke up; ncne of the gauges were recovered.

##Apparent.y rotor inertia force was not high enough to overcome the

setback frictional force — this happens frequently with Type B
charge firings. )
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TRANSDUCER LOCATIONS

Fig. 7 - Typical continuous recordings
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Response

- Base Fuze
Shock

Fig. B - Comparison of propelling
charge shocks and analog responses

Shock Analyzis. Fig. & shows
typical recordings and analog resnonses
of Types A and B propelling charge-
prohuced shocks measured at both pro-
Jeotile base and nise locations.
Spectra of the shocks arz shown by
Fipg. 9. These data show that the
early-time shovk peaks produced by the
Type A propelling charge are more than
four times righer than thoce produced
by tne Type 3 charge. As expected,
responses approaching tine natural fre-
quency of the projectile base (46 kHz)
are the highest; responses for the
Type A pror lling charge are from 1.7
to 21.6 times higher than comparable
responses {ur the Type B propelling
charge.
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Silulntigg and Correlation Studies.
Typic ographs o e '

during the special flash X~-ray experi-
ments are shom by Fig. 10. These
exposures contrast the grain-closure
plug performance exhibited by the TypeA
and Type B prop2lling charges. For the
Type A charge, the cork closure plug,
originslly about three inches thick,
has been compressed to approximately
0.5 inch thick, has assumed a convex
striking surface, and is being accel-
erated toward the projectile base to a -
peak impact velocity of approximately
700 ft/sec. The closure plug fired
with the Type B propelling charge dis-
integrates and impacts thz projectile
with considerably less velccity and
force. This action is attributed to
differences in )>ropellant grain size
and mass, and ignition development
between the two charges; for the Type A
charge, sma’ler propellant grains plus
relatively small area of initial igni-
tion action result effectively in a
rather compact mass of propellant
grains and compressed gas heing driven
toward the projectile seat. 1In the
Type B charge, larger grain size per-
mits more gas flow forward and through
the unignited propellant bed. This
results in less propellant motion and
produces enough pressure against the
clesure plug to disintegrate 1it.

Typical results of air gun simula-
tions of the closure plug/propellant
mass and projJectile base impact phenomena
are shown by Fig. 11. To determine the
conditions for equivalency with the
mear ired 5"/38 gun parameters, the simu-
lated prcpellant mass ranged from two
ounces to five pounds, while plug impact
velocities ranged from 280 to 1420
ft/sec. It is seen that with approxi-
mately a one-half inch convex plug lead-
ing edge shape, plus approximately 2.5
ounces of simulated propellant mass and
a f'inal plug impact velocity of 755
ft/sec, *he projectile base pressure and
accaleration profiles are essentially
identical to thonse measured in the g:n-
fired instrumented projectile
avperiments.

These simulations nrovided clear
evidence that the severe impacts and
high impulsive pressures recorded at
the bases of projectiles using the
Type A propelling charge were produccd
by the grain-closure nlug impact
phenomenson. Further analysis indicated
that the observed prolectile Ftace Impact
loading was subjecting the explosive
filler at tne projiectile base-exnlosive
interface to low level shr ok prassure
pulses of about 0.4 to 1.5 kb with
durations of apnroximately 30 4 59
mizroseconds,  Throush exumination of
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Fig. 9 - Early-time spectra of 5"/38 set-back shock

available shock initiation data for
high explosives, it was possible to
construct a family of initiation
probability curves for Composition B
explosive as a function of pressure
level and pulse duration, see Fig. 12.
Data from Ref, [4] were particularly
useful here since these data allowed
unique estimation of the 0.1% and 0.01%
initiation probability curves to supple-
men', the normally determined .50% proba-
pility curve. Entering these curves
with the estimated average impact Eulse
characteristics, i.e., 1.0 kb and 40

microsezonds, a predicted explosive
in&tiation freanuency »f about one in

10% events is obtained. This cumpares
closely with the »bserved service
ammunition premature rate of about one
in 15 x 103 events. It should be noted
here that the Composition A-3 explosive
involved in the service prematures is
generally acknowledged to he somewhat
more sensitive to shock initiation than
Composition B explosive, for which the
initiation probability date were
available.
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CONCLUDING REMARKS B

During this work, a great deal was

learned that was not previously known
about gun ballistic parazeters. The
techniques developed are proving of
value in determining design adequacy
and performance safety of other naval
gun ammunition systems. Finally, it
should be noted that the ballistic
anomalies detected in the Type A pro-

pelling charge have been rather simply

remedied; improvement of the charge
ignition system has been effected,
resulting in essentially identical

ballistic performance for the two types

of propelling charge assemblies.
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THE EFFECT OF "Q" VARiATIONS IN
SHOCK SPECTRUM ANALYSIS

H‘ ’o mt‘t“ -
Martin Marietta Corporation
Denver, Colorado

and

W. F. Bangs
National Aeronautics and Space Administration

Goddard Space Flight Center, Maryland

amplification factor, Q.

Q to another.

The response shock spectrum is & function of the assumed damping or
The wide range of Q values used in the aero-
space industry complicates the comparison of shock spectra.
od for estimating the sensitivity of a shock spectrum to a variation
in damping 1is to perform a statistical analysis of shock data.
paper presents the results of such an analysis in the form of conver-
sion factors that can be used to adjust a spectrum from one value of
The conversion factors are supplemented with an estimate
of the variance and the probability distribution of the data.
are further used to estimate the avercge number of equivalent cycles
of sinusoidal motion present in the complex wave.

One meth-
This

The data

INTRODUCTION

The amplification factor, or Q, used in
shock spectrum analysis varies throughout the
aerospace industry. Values ranging from five to
50 are typical, but there is no one standard
value, Often a shock spectrum is svailable, but
with a Q different than the analyst desires;
converting the spectrum to the desired Q value
requires recumputing the spectrum using the orig-
inal acceleration time history. In cases where
the original data are not available or it is too
costly to recompute the spectrum, anotaer method
is obviously needed. This paper presents two
empirically derived curves that can be used to
adjust shock spectra from one Q value to another.
The curves are based on data from pyrotechnic
shock tests conducted under Contract NASS5-15208
for Goddard Space Flight Center and discussed at
the 41st Shock and Vibration Symposium [1]. A
total of 16 measurements of acceleration time
histories were used in the analysis. Shock
spectrs were computed for the 16 measurements at
third octave frequencies for Q = 5, 10, 20, 30,
40, and 50. The resulting data were normalized
to the Q = 10 spectrum and a statistical analy-
sis was performed on the data. The results are
two curves, one for peak values of spectra and
one for non-peak values of spectra, giving a
conversion ratio or adjustment fa.tor for Q val-
ues from five to 50.

The conversion factors represen :- verage

of ratios between two spectra for the . .e accel-
eration-time history for two different values of
Q. The data points of a spectrum to be adjusted

Preceding page blank

from a given Q to a new value of Q are multi-
plied by the simple conversion ratio from the
curves that relates these two amplification fac-
tors. The non-peak and peak values of the spec-
trum are multiplied by two different factors.
This method allows an approximate new spectrum
to be calculated with little effort and time.

The adjustment factors and the transient
response of an oscillator to a sinusoidal base
input are related in the paper to allow one to
estimate the average number of equivalent cycles
of sine motlon present in an acceleration-time
history for various values of Q.

The paper also presents the average ratios
for conversion and the standard deviation of the
conversion ratios, and discusses the statistical
distribution of ratios. These statistics allow
the user to incorporate varying degrees of con-
servatism into his analysis.

SHOCK SPECTRUM FUMDAMENTALS

A shock spectrum is defined in terms of the
maximum response of a serfes of single~degree-
of-freedom spring-mass~-damper systems. The maxi-
mum response of each oscillator to an input base
acceleration is plotted efther a< a function of
the oscillator frequency for one damping ratio,
z, or as a function of the amplification factor,
Q. The most common spectrum {n use is the maxi-
max spectrum, in which the response is the ahso-
lute acceleration of the oscillator mass. Fcr
this model the governing differenti{al equation




is

z+2¢wni+u:z--y(t). )
vhere
2 = x -~y = relative displacenent of the
mass;
x = absolute displacement of the mass;
y = absolute displacement of the base;
u: = k/m = natural frequency of the
oscillator;
= C/Cc = damping ratio;

Q = 1/2; = amplification factor;
; (t) = specified absolute acceleration of the
base.

The reaponse of che ayatem to a relative de-
flection for zero initial conditions and for 2
<< 1 is

t
z (t;wn.L)' - ;i S y (e %t = 1) 40

w“(t - 1) dt (2)

The approximate responae due to abaolute ac-
celeration ia related to the relative deflection
by o

x (t) -2 z (¢).

Correction Factor

For a specified frequency, the response
will depend on the excitation, y (t), and the
dagping ratio, {. For a cimple pulse thst can
be expressed analytically, the response cas be
determined by integrating Eq. 2, and the rela-
tion between twe spectra for different values of
Q can then be calculated. The shock spectra de-
rived from measured acceleration time histories
will have a complex response; the effect of damp-
ing can only be determined by actually integrat-
ing Eq. 2 for each value of Q desired. Ko sim-
ple method exists for predicting the uffect of
damping on a spectrum. One approach is to use a
statistical analysis of sufficient data to deter-
mnine the sengitivity of a spectrum to damping on
an average basis,

DATA ANALYSIS

Sixteen shock spectra, taken from a series
of pyrotechnic shock tests performed on the
truss frame of a launch vehicle, were used as
the basis for a statistical analysis. The spec~-
tra were taken from Jocations that varied fros a
few inches to over 180 inches from the source.
For each of the 16 complex acceleration-time his-
tories, spectra were produced for 'zalves of O of
5, 10, 20, 30, 49, and 50. The sfectra were nor-
malized to the Q = 10 spectrum by dividing each
apectrum value, at the 1/3 octave band frequen-
ciea, by the corresnonding value on the Q = 10
spectrum. This resulted in a 16 x 18 matrix of
data ratios for each value of Q from five to 50.

Because the plota of the original spectra
and the normalized data indicated that the values
were randomly apread over the entire frequency
range, the data were averaged for each valuz of
Q. The results are plotted in Fig. 1. The

——— ;

Fig. 1 tCorrectfon Facter vs ) From Data
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dieate is the correction factor, vhick is the

spectrs ware produced for 10 mesasurements from
peinaxy atructure for Q'a of S, 10, 25, and-50.
The dats were thes normelized for ceater bané
frequencies to a Q of 25. The spread of data
appesred to be raniom in nature, and a 2sen val-
ue for the duta for esch value of Q was deter-
uined. These results, renormslized to 3 Q of 10,
are plotted in Fig. 1.

The Lockhesd snelysis included both the
pesk and nom-penk dats without discrisination.
The Lockheed curve falis between the peak and
non-peak curves, indicating good agreemeat be-
tvesn the two sets of independent data.

The correction factor curves can he csed to
adjust a spectrue involving Qs other than Q =
10 by considering the process as a two-step oper-
atica. For example, in converting non-peak data
from a Q of 20 to a Q of 50, we first comvert
from 26 to 10 using 1./1.13 from Fig. 1. To get
from 10 to 50, ve use the factor 1.30. The to-~
tal mean correction factor is then 1.30/1.13.

To add comservatisa to the adjustment fac-
tors, Lhe varfances of the data vere calculated
since the ratios are scattered somewhat. The 1-
sigma values for the non-peaks and peaks are
given in Tazble 1.

TABLE 1 Calculated Standard Deviations, o,
for Correcticn Factors

Q | Non-Peak Data | Peak Data
5 0.085 0.10

10 0 0

20 0.10 0.15

30 0.15 0.264

40 0.19 0.30

50 0.21 0.34

Notice that the o valies are different for each
corve. The correction factor for the normalfized
Q value i{s one by definition and the variance
for the normalized Q = 10 point has a zero vari-
ance.

The values {n Table 1 represent one-sigma
numbers: the amount of conserva:ism to be added
can be determined by the uger. The statistical
distribution of correction factors was examined
by plotting a histogram of the points represent-
ing the ratio of Q = 20 to § = 10 for non-peaks.
This distribution is shown in Figure 2.

&3

It -s fairly certain that the data are sot
normally distributed bacswse of the severe skev-
asss of the curve. Note thet there are poisnts
below 1.00, which is unlikely; therefore, these
points represent accumilated errors ia spectral
cowputations, plot reading, etc. Ve would ex-
poct the corvectiom factor to be bounded by 1.00
on the lov end and 2.00 on the high end becanse
the mexinun resprase of a Q = 20 oscillator is
twice that of a Q = 10 oscillator. Boumied die-
teibutions, shaped like that of Pig. 2, are typ-
ical characteristics of the beta or Pearson Type
1 density functions.

~ Pigure 3 is the cumulative distributiom
plotted from the ssme dats used for Fig. 2. In
converting spectra from Q = 10 to some other Q
valve, one csa quantify his conservatism by _
using the sppropriate ¢ value to determine the
probability of being too lov. For example, the
mean values of Fig. 1 will be conservative about
652 of the time; the mean plus ¢ wil’ be high
about 93X of the time, etc. In two-atep opera-
tions, the probability is not cumulative and the
values in Fig. 3 apply.

EQUIVALENT NUMBER Of CYCLES

Knowing the correction factors for a aet of

-typical data, it ia possible to determine the

equivalent number of sinusoidal cycles present
in the data. This may be of interest in fatigue
problems or in comparing transient and sirusoidal
tests.

It is first necessary v calculate the cor-
rection factors for the idealized sine input of
N cycles duration. From Ref. 2, the expression
for the vesponse of a single-degree-of-freedom
oscillator to sinusoidal base excitatfon at {its
natural freguency is

7 - Q;(l - e'“xlq) cos w t, (%)

where the notation is the same as in Eq. 1. The
correcttion factors for sinusoidal motion are
then derived by dividing by the peak response
for Q = 10, giving

) -m/Q)

-‘-'NIIO)

Q =2 (l - e
10 (l - e

(5)

M ge10

Plotted In the same format as the data in
Fig. 1, Eq. 5 results in the curves shown in
Fig. 4. For values of Q less than 10, the curves
are not reliable since Eq. 4 1s only valid for
small damping.

Note that in these semi-1lng plots, the ac-
tual data (Fig. 1) result in a 'fne, but that
the sinusoidal input produces cu.ves. This in-
dicates tha. actual shocks do not contain a
unique number of equivalent sinusoidal cycles.
The broken line in Fig. 4 is the data line from
Fig. 1 for spectral peaks. The number of cycles
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giving the same correction factor as data is a
function of the sssumed damping. For Q's of 10
to 20, 3.5 to 4 cycles of sine input hsve the
same correction characteristics as data. For
higher~Q systems, 40 to 50 for example, four to
five cycles is more realistic {n terms of cor-
rection factors.

The most important conclusion drawn frou
this figure {s that one cannot choose a sine
Lurst type of {nput to represent field dsta for
a vide range of Q's. Such an equivalence does
not exist. Prsctically speaking, however, if
one were to use an input of four sinusoidal cy-
cles and match spectra for s ¢ of 10, tne error
in response would be only +3.32 and -6.7% for
Q's of 10 to 50. Such sn equivslence {s, of
course, limited to the narrow frequency band
about the peak in the dats spectrum.
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CONCLUS LONS

The dats in Fig. 1 allow a spectrum to be
adjusted for sny given value of )} between five
snd 50 to sny other value of Q in that rsnge.
This sdjustment procedure 1s bssed on a sizadle
amount of dsta and good agreement between two in-
dependent sets of dsta. The method of estimat-
ing the new spectrum is most effective when the
original data sre not available or when the costs
involved are prohibitive.

A degree of conservatism can be added to the
sdjustment by using the computed stsndard devia-
tions of Tsble 1 and the cumulstive probability
plot of Fig. 3. The maximum number of equivalent
sinusoidal cycles to be expected in a shock sig-
nal i{s a function of the Q of the system being
excited. However, the number of cycles present
in sn average signsl msy ‘¢ estimated by compsr-
ing the adjusiuent fsctors of Fig. 1 tu those of
Fig. 4.
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_ Mr. Trummel character to those that you have weed to analyze o

Yos and your shock spectrum data? -

a

useful concept. But you worked entirely in 1/3
octaves. I seems that the effect of Q is related
to the resolution required in the shock spectrum.,
Have you looked at the efiect of sesolution in the
measurements ? .

Mr. McGrath: We performed the shock
specirum using a digital computer 80 that, un-
like the analog method, we were not bothered by
the bandwidth of an analyzer. We had the exact
response, but one might question whether there
is enough definition in the spectrum since we
bave only plotted 1/3 octave frequency points.
The reason for using 1/3 octave points is taat it
begins to get pretty expensive when you go be-
yond that point. It is expensive as it is when
you are analyzing quite a few pieces of data.
But it is not the same thing as an analog, and 1
do not think one needs to worry about the sen-
sitivity of the bandwidth.

Mr. Trummel: Did you use the 1/3 octave
resolution or not?

Mr. McGrath: [ do not think that term ap-
plies when using a digital solution unless I mis-
understard your question. I think your question
is related to an analog computer. Perhaps in
between the 1/3 octave points there may be a
peak that will be much higher than is shown.
During a study that we did for the Goddard Space
Flight Center we analyzed a bunch of 1/6t%
octave data and we found that there were very
few cases, other than one case in which the data
were questionable, where this had a real effect.
Of course you will miss the peak, and you will
miss the peak by a certain error, but it appeared
to us during that study that a 1/3 octave analysis
was sufficient to get close to the peaks and that
you would not miss them.

Mr. Wada (Jet Propulsion Laboratory): At
JPL we alsofire various types of pyro chargesto
get measured data, and our structures might be
quite different from yours. If we used the type
of data that you have presented is there any
word of caution as to how we might apply your
data to structures that might be of different

Mx. McGrath: As I tried to point out in the
these data were taken from a large
truss and the locations varied from close to the
source to far away. Lockheed’s data wasplotted
from their barrel tester, which is a skin-ring-
frame type of structure, and in this particalar
case, gave a reasonable agreement. Yos can not
really extrapolate since you just do not know a!l
the variables, I would have some confidence but
I would not say you could go with 100 percent
confidence. You would need more data. However,
this i» a start in the abaence of any other method.

Mr. Wada: You have used truss type data -
and skin-stringer type data. Do you feel that £
these represent the extreme bounds to conditions
that might exist in real structures? Our struc-
ture might be different because it contains many
interfaces and I wonder i! I can use the data with
confidence or should | be very cautious?

Mr, McGrath: I would be a fool to say any-
thing other than you would have to be cautious.

Mr. DeVost (Naval Ordnance Laboratory):
This i8 not necessarily addressed to your paper.
I would like to expand a little bit on what [ said
to Mr. Martin when he asked how much or what
Q factor or how much damping we used in our
analysis. In Mr. Culbertso.’s presentation he
showed a slide in which we had analyzed the com-
ponents of the projectile with which we were
dealing, and we found that the higher frequency
components of the projectile were somewhere
near 1 to 1-1/2 percent damping, and the filler
which is a soft material had around 3 percent
damping. We selected 2 percent damping for all
our analysis because we were comparing two
bullets fired by different propellants.

Mr. Martin (Langley Research Center): This

is what each manufacturer does. If he feels that
the highest Q he has on board is 10, he will
usually analyze for 10, With each one using dif-
ferent values of Q it makes it difficult when you
have picked the value that you are going to use
and it is different from what they have.
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Yoice: You bave no guidelines as to what " -
; could be Oe |
damping . used, based upon your

i Mr. McGrath: No nlnourpnnr cular
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RAPID FREQUENCY AND CORRELATION

AMALYSIS USING AN ANALOG COMPUTER

Jack G. Parks
Rezsearch, Development and Enjineeriny Directorate
i U, 8. Army Tank-Automotive Command
Warren, Michigan

An2log cowputer c¢ircuits are described which provide

a complete Fourier Analysis of repetitive data signals.
The approach is a two step operation which begins with
the computation of the Fourier Sine Integral of the
signal to be analyzed. This inteyral serves as a low
band pass filter for the frequency-difference component
of the dita signal and the test sine wave signal. The
frequency of the test sine wave is increased until 2
threshold detector indicates that a frequency resonance
is present. At this point, a computer subcircuit
examines one cycle of the Pourier Sine Integral and
provides outputs which establish the amplitude, phase
angle, and fregaency of the signal component under
study. The main circuit is then allowed to coatinue
until the next frequency component is encountered.
Results are presented for special wave forms. FPreguency
resolution and operational limitations are discussed.

INTROSUCTION

Commercial instrumentation
currently available for the frequency
analysis of complex signal wave forms
provide a wide variety of computation
outputs. As a direct conseguence cf
the associated sophistication this
eguipment is otten expensive and
frequently exceeds the iudjet limita-
tion: of small research groups. How-
ever, most laboratories have small
analog computers or can justifv their
acquisition based on their utility as
a general computation tool.

Simplified instrumentation is
described in which analog computer
technigues are used to permit rapid
frequency and covrrelation analysis
of repetitive signal wave forms,
Signals may be obtained from multi-
channel magnetic tape loops which
contain a logic sigaal to synchronize
the operation of the computer or from

Preceding page biank
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excitation systems causing the signal
generai.on. Output results provide
frequency of the Pourier components,
phase angles relative to the onset of
computer logic, and absolute amplitude
values through the use of counterss and
digital voltmeters.

The method is a two step operation
which starts with the computation of
the Fourier Sine Integral of the signal
to be analyzed. The integral acts as
a low band pass filter which transmits
the frequency-difference component of
the data/test signal combination only
in the near-frequency region of the
data signal frequencv. The frequency
of the test sine wave is increased
until a threshold detector indicates
that a frequency component is present.

At this juncture, a subcircuit
examines one cycle of the Fourier Sine
Integral computation considered as a
function of integration time and

-
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provides outputs which establish the
amplitude, phase angle, and frequency
of the signal frequency component under

The phase anjle. ¢, , may De ob-
tained by exsmining the zero root of
F.(?) between T=0 snd T=T),, defined

o1 st A, i

studv. The wmain circuit is then here as T,

allowed to continue, either manually or
autowatically by means of a logic b =k Ta + 0, [}
Ty "h 27T (5)

clock, until the next frequency coqo-
wvhere h=-1{+1) for AF>0(<0) (6)

nent is encountered.

Values of m for general values of
$n-@ as well as values of 49 in
specific cases are determined from the
conditions listed in Table I.

e

; THEORY

The Pourier Sine Integral of a
function of time, f(t), is given by

|

The integral of fn(r) from T=0 to
T=T), provides a method for determining
the amplitude, fliy ., of the pth frequengy

F-Af F)simwtepdt

where f£(t) according to the Pourier

] theorem is component,
' = ©
£t)= > Ansin(wat + §u) 4rr[ 4T
n=0 (2, A -
i AT S o
The evaluation of Eq. (1) for one b "
value of n yields
TABLE I
A"A[S wT+ad sl‘ /2“» Values of M and A‘
where Sawrus" Sin[(wn‘w)n’“u")] -
Terms in Bg. (3) involving Wo W _[:F (mdT d?'(t) Af>0 Af<0
are considered negligible. The form of n a7
Eq. (3) is useful in locating values of Ta
Wy bv varying w and performing the
2 integral on an analog computer. Howeer, >0 <0 +5 -1
Eq. (3) does not lend itself to simple
appli-~ation in the determination of >0 >0 +3 +1
phase angle or amplitude. If Eq. (3)
is considered, however, as a function <0 >0 +3 +1
} of T only (all other variables being
i held constant) then phase angles and <0 <0 +1 +3
amplitudes are readily available para-
meters through an examination of the lsqb
behavior of F ,(T).
Parameter examination may be >0 =0 3”/2 n/z
accomplished by using the following
analytic factors: At time T=0, <0 1]'/2 3”/2
* (T=0) = 0. The period, 'i‘b, required
for Fo(T) to repeat itself is directly
related to f, the frequency of the test >0 w
sine function, and f,. the frequency
component of the data signal. =0
- U <o 0
fazft T, (4)

where the plus (minus) sign is used
when f is less (greater) than f,
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COMPUTATION CIRCUITS

The circuits to be described were
tested on an Electronic Associates Inc.
Nodel 380 Analojg Cosprter snd conse-
quently displsy many characteristics
particulsy to this machine. The
control and operstional charscteristics
of the analog and logic components will

- be explained during the discussion

vhich follows.

A schematic drawing of the circuit
used to locate frequency resonances is
shcwn in Pigure 1. The output of a
signal oscillator, frequency controlled
by the application of an external
voltage from a ramp function generator,
serves as one input to a four quadrant
multiplier. The second multiplier
input is the data signal to be analyzed,
£(t). The oscillator and the ramp
function jenerator are controlled in a
complementary fashion by the magnetic
tape logic signal. when the magnetic
tape logic is high (L=1) the oscillator
is triggered to provide a sine wave
signal whose frequency is determined
by the output of the ramp function
generator which is constant for L=l.
With the onset of L=0 the oscillator
stops and the ramp function generator
increases its output voltage to proviie
a new value of w for the next computa-
tion cycle.

ascLLaToR | —e—| Fale, TN

MULTIPLIER

2
INTEGRATOR

-»——’! PLOTTER '——J"

Figure 1
Frequency Spectrum Analysis Circuit

£ty —»—f

ANALOG
MEMORY

An analog memory circuit is
included to provide a dc voltage equal
to the successive outputs from the
integrator at times L=T. The output
of the integrator is reset to zero

g Sl oy T

vhen 1=0. %he output of the memory
circuit serves ss the y-axis input ]
signal for a xy recorder while the
x-axis input is the cutput of the ramp
function generator. The resulting-
recording is a histogram representation
of the continuous function.Fn{Aw).

Each component in the spectrum
analysis circuit is given in greater
detail in Pigure 2. The oscillator
may be constructed as a simulation of
the simple harmonic oscillator differ-
ential equationfl]. This arrangement
is satisfactory for frequencies below
100 Hz. Above this limit, however,
the output of the circuit either decays
with time due to capacitor leakage or
becowes unstable. As an alternative
the oscillator may be of commercial
origin which can be frequency controlled
oy means of a voltage input. A unit
which was successfully employed was
the Wavetek Model 114. The ramp
function generator is an integrator
with constant voltage input. The unit
titled analog memory coasists of two
track and store units commonly found
on analog computers. A track and store
unit follows the analog input as long
as its logic input is high. when the
logic input is low, the unit holds its
last analog input voltage prior to the
onset of zero logic.
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Figure 2
Details of Frequency
Spectrum Analysis Circuit




Once the frequency spectrum circuit
has an output which exceeds a predeter-
mined threshold (i.e., when & frequency
resonance is reached), then a second
circuit is introduced to examine ¥, (T)
parameters. Pigure 3 depicts this
subcircuit in block diagram foram.

ftt)

OSCILLATOR

Figure 3
The F,(T) Circuit

The data signal and a test signal
from an oscillator gated by the logic
signal, L, from the magnetic tape

. ——channel, are multiplied and integrated

to form ?h(T). The integrator
integrates when L=1 and returns to
zero when L=0. F_(T) is then used as
the input to an electronic comparator.
(ComP )

A comparator is a device with a
logic one (zero) output when the
alyebraic sum of its analoj inputs is
greater (less) than zero. The compara-
tor is frequently a packaye unit on
most analog computers but may be
constructed from accessory items by
using the circuit [2] shown in Figure 4.
The high-gain amplifier has no feedback
except the diode limiting networks.
Hence its output is always at one or
the other of its two limiting states.
When the sum of the analog inputs is

positive, the output becomes negative
but the upper diode liazits it to about
«0.5 voits, wvhich is clise enough to 0
volts to count as a logic ZERO. Waen
the net analog input is negative, the
amplifier output becomss positive, ana
the diode~-resistor network limits it
to +5 volts (logic ONE on Model 380
computer).

—D—

____INVERTED
e 1L\ T
ANALOG
s T\ et
3

Figure 4
Circuit For an BElectronic Coaparator

The bipolar differentiator is a
misnomer in the sense that it i8 not a
rate of change indicator of an analoy
signal but rather a device which gives
a logic pulse whenever its logic input
signal has changed state. Fijare 5
depicts a bipolar differentiator made
from flip-flops and AND gates. The
length of the output pulse is generally
from one clack puls: to the next clock
pulse,
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Y OUTPUT
N

J |

Figure 5
A Bipolar Differentiator

INSUT 4

The output of the bipolar differen-
tiator is then supplied to a zhift
register, As ¥ (T) changes polarity,
a logic bit is sﬂifted througn the

ot i M A i A

Shid b




register. Selected states of the shift
register provide a logic signal to
gate the counting of logic clock

pulses. This same locgic signal contrds
the integration of ¥, (T) during shift
register etates. Pinal values of ¥,(T)
are displayed on a digital voltmeter
{DVM). A push-button yate (PB) initial-
izes the integrator.

The implementation of the ¥, (7T)
circuit involved some uniqua precautions
Primary among thes=2 was the realization
that ¥ _(T) actually contains two parts,
one osch_latory term with frequency
(@wn-w)/2% and a second term where
(Wntw)/2 7 is the frequency. For low
values of f,, F, (T) shows considerable
evidence of wy4+w vhich appears as a
high frequency oscillation superimposed
on a low frequency variation. Wwhen
the Watw term is sufficiently large,
the comparator tends to change state
several times for one polarity change
of the wa-wpart of F,_(T). This
condition can be avoidea by using the
circuit shown in Pigure 6. The series
feedback circuit of R; and C} serve
to differentiate the output of the
comparator and cause the response
shown in Pigure 6 for the sum of the
comparator inputs. [3]

INPUT
_9..
[ - INVERTED
i OUTPUT
(4
INPUT
SUM
TIME

Figure 6
A Low Band-Pass Comparator [A)
Circuit [B] Input Characteristics

Another problem is che choice of

a clock rate selected for the program,
Shift register and gate actions are
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eynchronous with the computer clock rite.
That is to say a bit is not zhifted nor
a gate opened or closed at the instant
of command but such actions are accom-
plished at the next clock pulse. If
the clock rate is 10 pulses per second
and Ty, is 1 second, the error in
measuring Tp due to synchronization
could b¢ as high as 20X. Howsver, with
103 clock pulses per second, the error
limit is 0.002%.

TEST RESULTS

Figure 7 shows the results of using
the ¥, (Aw) approach on a square wave
with frequency of 2 Hertz and a computa-
tion time of 2 seconds. The ripples
observed in the recordingy are a natural
consequence of the mathematical form of

%a(Aw)and in this case have a "period*
(in the frequency domain) of 0.05 Hertz
(i.e., T1),

RSt BEnaaemE)

L ...‘ ! 4 ! .r
: : f««-rt{(l-v“t) ]

Figure 7
Square Wave Analysis

It is possible to determine the
Fourier analysis parameters from the
Fa(aw) method but the total computation
time is exorbitant. 1In the case of
Figure 7, the time required to traverse
from 1 Hertz to 11 Hertz is 22 minutes.
By interchanging the logic controls of
the integrator used as a ramp function
jenerator in Figure 2, a knowledye of
Fourier analysis parameters is sacri-
ficed in order to gain analysis speed
and to obtain a result usable for
¥ ,(T) application. Under these condi-
tions jeneration of Figure 7 would
require less than 2 minutes.
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Extensive measurements of the three
parameters of interest (i.e., Whn, $n .
and Aw’)} over a frequency range from
10 to 500 Hertz indicated that the
ratios of the standard deviation of the
measurements to che mean value of the
measurement were as follows:

IPara-eter, x| ox/Cx> I Range of X l
af 2.4x10~ | 0.5 to 2.0 Hz

a¢ 2.5x107° | 0° to 360°

An 2.8x1072 | 0.1 to 10 volts|

Therefore, a measurement involving
Af=18y,8¢ = 200°, ana A = 10 volts
has expected errors of the order of 2.5
millifertz (A¥) 0.5° (A¢) and 0.28
volts (Aw).

Systematic variations of Ty, and A,
considered as functions of A¢ were
observed. This phenomenon is attributed
to the constant small bias voltage to
be found on oscillators built from
analog computer components. The output
of the integrator is in reality
?n(r) + € T. PFortunately, € is a
small voltage and produces no substan-
tiai consistent errors.

An analysis of a 30 Hertz square
wave was performed using the F,(T)
method. The results are shown in
Table II1. The square wave amplitude
was 3.00 volts (peak value). The
various order frequency components all
have 0° phase angles and amplitudes
given by the expression

An =2 [1-cosam)] o)

where h is the amplitude.

The theoretical values of AWin
Table II were determined by measuring
the frequency difference between the
test oscillator and the data oscillator.
The phase anjyle of the test oscillator
was purposely retarded by 400 to allow
accurate measurement of Amn since small
values of Sin(A¢) contribute large
errors in the use of Ejguation 7.
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TABLE 1I
Sjquare Wave Analysis

n=1 f=-29.043 Bz

THEORETICAL EXPERIMENTAL
AW { 0.9571 Hz 0.9584 Hz
Ab] + 40,00 + 40.7°

An]| 3.82 volts 3.86_volts

n=3 £ = 89,229 H2

Aw| 0.7709 Ez .7720 Hz
aAd | + 40.00 + 41.3°
| Aw | 1.27 volts 1.28 volts

n=>5 f = 148.97 Hz
Aw ] 1.0284 nz 1.0335 Hz
Ad | + 40.0° + 40,9°

An | 0.764 volts 0.758 voits

The use of the analog computer
program discussed here is frequency
limited. Oscillators built from
computer operational amplifiers show
considerable decay with time at freqnuen-
cies in excess of 500 Hertz. This
pheriomenon is due primarily to the
leakage of capacitors used in the feed-
back loops of the oscillator. This
limitation can be avoided by using a
commercial oscillator which can be
gated by the computer. The upper limit
in this carne is approximately 900 Hertz.

Not all values of phase angle permit
satisfactory operation of the F,(T)
method. Ncise problems coupled with
comparator dead zone reaction (i.e.,
voltage range near zero where the
comparator action is uncertain) prohibit
measurements at 90° + 15° and 270° + 150,
This situation is readily apparent to
the computer operator and mav be solved
by either advancing or retarding the
phase angle of the test oscillator by
45° and considering this change in
subsequent calculations.

CONCLUSIONS

The frequency resolution obtainable
from the *n(T) method can be estimated

e ment vt e e mrben
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by first examining ¥Fulaw).
between minor peaks in a recording such
as exemplified in Figure 7, is a
frequency, f,, which is equal to the
reciprocal of T, the computation time.
Two frequency components separated by a
frequency §§ show some interference
through the distortion of the envelope
of the minor peaks. This envelope is
essential to the determinatioa of
Fourier parameters for each frequency
component. If each component is of
equal magnitude and P is the percentage
of interference, then frequency resolu-
tion for ¥y, (Aw) is given by the relation

Ps= fr/?“'s& (9)

A permissible value of P ot 0,01 for
two frequency components separated by 1
Hertz therefore requires that T=16
seconds. For the F n(T) method the
equivalent expressxon for equation (9)
is

P=af/(55£4%)

(10)

where &f is T,™1, §§ is the frequency
difference between the two components,
and the minus (plus) sign is used when
the test signal frequency is (is not)
between the frequency components.
Therefore, if §§ is 5 Hz and P = 0.05,
then Af = 0,25 Hertz (or T,, = 4 seconds)
under both freguency conditions.

Several circuit improvements were
conceived durinj the latter stajes of
this program but were not implemented
due to a lack of time and/or equipment.
One modification is to obtain the
logarithm of Fn(T) in analoy form and
change its polarity when the polarity
of *n(T) chanjes. This would have the
effect of making the zero crossing
times more exact and should reduce the
phase anjle dead zone. A second circuit
variation is to replace the bipolar
differentiator with a leading edje
differentiator and a circuit to provide
the absolute value of‘? {T) rather than
¢ {T). This change should theoretically
1ncrease the reliapility of the counting
periods.

There exists another alternative to
the method of measuring zero crossinyg
times in order to establish 'Fn('r)

The distance
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parameters. This alternate method
centers around the jeneration of two
functions:

-
?-'. (‘[); An ﬂf Swﬂtfﬁ,Sutff dt
= Fn (1)
T
BT = MA[Sunt + 4o Cutes dt
z -Aaf (CamoAé"Caﬁ)/?Aw

Now "F('r)=0when'r='rb

and Tx(T-20)awsTS
F.r) = owhen T =1y .
and T= (21’]’-2A¢)/Aw§T.

when 73 or *c is evaluated at its
complementary value of T, we find

F(1)=-BoBs, % ()= Gy

Therefore, measgrements of Ty,
:F (r;€) and F.(r, ) provide measure
2t AW, ad, ana® A,,. Circuits required
to implement this method were more
nunerous because Fg and ¥ must be
generated simultaneously and two shift
registers are now required. Oae counting
measurement and an integration have,
however, been eliminated. The added
complexity of this approach is not
compensated by any appreciable increase
in accuracy.
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DIBCUSSION

Mr. r (Naval Alr Test Center): You
you had aboul 2 millibertz fre-
quency accuracy, At what frequency was that
and at what sweep rate? That varies depending
on these two factors.

Mr. Parks: The range of frequencies that
I examined went up to a maximum of about 450
Hz, and I bad to make some modifications on the
integrators that went to make up the oscillator
in order to obtain this kind of frequency and
have them bold their values, They tended to
drift and there were some leakages on the ca-
pacitor, so there had to be some modifications
to get to that frequency, Actually, you do not
have to use an oscillator built into the analog
computer, very inexpensive oscillators are
commercially available that can be controlled,
they can be gated, they can be increased in fre-
quency by putting the voltage into them, and they
are very stable. One does not have to be tied to
a limit of, say, 400 Hz such as on an analog com-
puter oscillator, The sweep rate does not come
into this picture because these values which you
saw and the ones I quoted were dependent on the
fact that you get up to the resonance, stop, and
then you take measurements, You are measuring
the difference between a signal. or an oscillator
frequency which is fixed, and the ierm you are
trying to measure; all you have to do is to mea-
sure the frequency of the analog oscillator and
the parameters that evolve from the computer
program tell you how far you are away from
that other resonance, and it turns out to be quite
accurate,
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INVESTIGATION OF LAUNCH TONWER MOTION
DURING AEROBEE 350 LAUNCH

Ron L. Kinsley and william R. Case
3 NASA, Goddard Space Flight Center
. Greenbelt, Maryland

mewr

One of the initial launches of an Aerobee 350, a NASA
Sounding Rocket, experienced a significant dispersion from
its predicted impact point. Ra%*e gyro data provided evi-
dence that the vehicle's attitude was disturbed as it
exited from the launch tower. A task team was formed to
investigate the possibility that launch tower motion was
the source of this anomaly.

Efforts of the task team consisted of an extensive
field measurements program and a rigid body dynamic
analysis of the vehicle/tower combination. Aerobee launch
: towers at both Wallops Island, Virginia, and White Sands,
New Mexico, were instrumented with accelerometers for
several launches.

It was discovered that the tower's second mode was
consistently excited at launch. The potential for tip-
off as a result of the measured tower motion was deter-~
mined analytically.

The excitation mechanism was isolated and found to
be a low frequency pressure oscillation in the building
hut created by the rocket blast. The recommended solution
of the problem was to remove hut panels to prevent the
initial pressure buildup.

INTRODUCTION (b} Launch Tower

(a) Launch vehicle The rocket is designed for firing

from the four-rail launch towers at

The Aerobee 350 is a four-finned, NASA Wallops Station, Wallops Island,
two~-stage Sounding Rocket employed by Virginia, and at White Sands Missile
NASA for a wide range of scientific Range (W3MR), White Sands, New Mexico.
investigations. Its first stage us2s a The launch tower is 160 feet in height
NIKE MSEl solid propellant motor that and consists of 21 levels at 8-foot
is 1gnited at launcn and burns for spans which provide access to the launch
approximately 3.5 seconds. The second rails. The levels are designated Ll
stage is propelled by a cluster of four through L21 as shown in Figure 2. The
Aercobee thrust chambers that use inhib- four launch rails run the entire length
ited red fuming nitric acid and a mix- of the tower. There are three sets of
ture of aniline and furfuryl alcohol riding shoes (each set consisting of
as liquid propellants. After about 52 four shoes) on the Aerobee 350. Their
seconds of burning, the rocket follows locations, as shown in Figure 1, are at
a ballistic trajectory until impact. the base of the NIKE, at the base o¢
Basic physical dimensions of the Aero- the second stage and at the top of the
bee 350 are presented in Figure 1. second stage. One of the shoes at the
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complstely by the building. The
anly structural coonection between the
building and the tower is at Lll. This
structural comnection takes the form of
a gisbal system whereby the tower is
gimballed relative to the building in
two axes at Lil. fThis gimbal arrange-
ment is the mechanism by which the
proper tower slevation and azimuth

by existing wind conditions. The base
oi the tower is positioned by means of
a pin which is attached to a movable
turntable located ii the floor of the
building. fThis pinning arrangement
sexves only as a positioning mechanism
(for different tower settings) and does
not carry any load. All of the loads
are carried through the gimbals at Lll.

{c) Background

One of the initial launches in the
Aexcbee 350 program, NASA 17.05, expe-~
rienced an excessive dispersion from
the predicted impzct point. xate gyro
data from the flight indicate? that as
the vehicle erited from the launch tower
it experienced a pitching motion, about
its center of gravity, of approximately
3.5%/sec. Svbsequeni analysis showed
that such a *tip-off rate” could gener-
ate substantial dispersions. Any exact
number is dependent ¢cn several param-
eters such as payload weight and tower
settings, but a typical value for an
Aerobee 350 was shown to be 5 miles of
impact dispersion for every 1.0°%/sec. of
tip-off. As a result of the NASA 17.05
impact disperszion, future launches from
WSMR were placed in jeopardy due to
stringent range limitations,

The wechanics of how the tip-off
was produced were unknown, but it was
felce that the prcblem was related to
motion of the launch +tower. A task team
made up of members of “he Structural
Dynamics Branch of the Test and Evalua-
tion Division at the Coddard Space
Flight Center was formed. The assign-
ments of the task team were as follows:
(1) Completely define launch tower
motion;: (2) Determine the vehicle tip-
of f potential as a result of such tower
motion; (") Isolate the excitalion
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forces which produce towsr wotion; and
(4) hecomrend methods for reduc
tower motion.

FIELD MEASURENENT PROGRAN

The initial efforts of the task
team consisted of un extensive field
wsasurements program. The following is
a general description of the instru-
mentation setup used in this measure-
ments program.

(a) Instrumentation Setup -

The basic purpose of instrumenting
the tower was to determine if there

- existed tower vibratory motion capable

of imrarting a significant perturbation
to flight dynamics. Any such motion
would have to consist of substantial
velocity and displacement and conse—
quently be of low frequency content.
For this reasom,  istler 303-B servo-
accelerometers w ce employed for tower
instrumentation. fhe characteristics
of this accelerometer are such that its
response is linear in the frequency
range from 0~150 Hz.

Since the accelerometers had to
function in the extremely severe
acoustical and thermal environment
created by the rocket blast, a method
of shielding the accelerometers had to
bz used. The acceleromz2ters were en-
cased in an aluminum box which was in
turn covered with lead sheeting. The
entire assewbly was then wrapped with
asbestos tape. Another problem inher-
ent in this particular measurement
program wuas to decipher low frequency
(low acceleration) data from a dynamic
environment in which there was an
abundance of high frequency (high
acceleration) data. It was discovered
that without some sort of isolation
system the accelerometer output was
saturated by extremely high accelera-
tion, high frequency inputs. This
problem was eliminated by mounting the
accelerometers on rubber pads whese
frequency response was such that they
rolled off sharply above 50 Hz.

Slight variations in the exact
instrumentation were employed for the
different launches but in general
accelerometers were mounted on about
5 of the 21 levels, At each level
instrumented there were two accelerom-
eters mounted in perpendicular axes,
one in Building axis A and the other
in Building axis B (see Figure 2).
Levels 1, 11 and 21 were always instru-
mented.

In addition to the accelerometers
a trip wire system was also used in the

rfloring)
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instrumentation program. Thin wires
were positioned across the fin wells at
various tower levels. As cach wire was
severed by the sustainer fin a voltage
step vas generated. This provided a
mexns of correlating wehicle position in
the tower with the accelsration time
histories of various points on the 160~
foot tower.

All dats obtained were recorded on
magnetic tape for analysis purposes.

(b) ILaunches Instrumented

Due to the relatively low frequency
of Aercbee 350 launches it was concluded
that the launch tower should be instru-
mentsd for launches of Aerchee 170°0Q
to supplement the data from launches of
Aercbee 350‘s. The justification for
this approach is that both vehicles are
launched from the same tower and that
the vehicles aze similar in that they
both employ the NIKE MSEl first-stage.
The basic difference between the two is
that the Aerobee 350 uses a cluster of
four Aerobee thrust chambers in its
second-stage vhereas the Aerobee 170
uses only one. Also, Aerobee 350 pay-
loads are generally larger and heavier
than Aerobee 170 payloads.

The two towers were instrumented
for a total of seven launches. Two of
the launches were Aerobee 170's, four
were Aerovee 350's and the seventh was
a Black Brant VC. The resuvlts obtained
from instrumenting the Black Brant VC
launch will be discussed in a later
section.

(c) Results

In addition to the launch data
obtained considerable data from a series
of manual excitations were obtained.
This manual excitation was accomplished
by two men pushing back and forth
against the launch rails at L21l. Ob-
viously tt acceleration levels genera-
ted by this action were very small kut
were sufficient to provide a clear
definition of the tower's first & .»
normal mode shapes and frequencies.
Normalizing the filtered acceleration
time histories at various points on the
tower for a given instant of time pro-
vided the mode shapes. The first twou
mode shapes whose frequencies are
approximately 1.2 Hz and 4.5 Hz respec-
tively, are presented in Figure 3. The
mode shapes and frequencies werr essen-
tially the same in Building axes A and
B.

As will become¢ evident shortly the
second mode is of primary concern in
the tip-off problem. This mode shape

19

reveals some qualities sbout
the dynamic response of the tower,
namely, that there is motion present at
the giubal point and at the bese of the
tower. The tower behaves moch like
a fres-fres beam with a flexibla re~
straint at the gimbal. This is consist-
ent witk the actual physical structure
of the towsr. Due to the small dis-
placemsnts (< 0.5%) in gquestion ths base
of the tower is essentially free due to
the slop in the pinning mechanism; for
very large displacements the pin would
-provide lateral restraint. At L1l the
building provides i« certain degree of
lateral restraint. The building does
indeed move but tands to suppress motion
of the tower as evidenced by the

tower's second mode shape.

Tower dz-a from all the launches
exhibited several basic common charac~
teristics. The predominate low fre-
quency oscillation of the tower was
always the second vibratory mode of the
tower. This second mode oscillation
was always substantially greater in
Building axis A than in Building axis B.
Table 1 presents a tabulation of the
peak seconiG mode accelerations measured
at 121 in axes A and B for each of the
seven instrumented launches. With the
exception of the Black Erant VC launch
the peak levels are of comparable value.
Peak levels for the Aerobee 350 launches
range from 0.34g's to 0.50g's while the
Aerobee 170 launches produced peak tower
accelerations of 0.34g's and 0.38g's.
An example of the displacements associ-
ated with these motions is as follows:
an acceleration of 0.40g's at 4.5 Hz
corresponds to a double amplitude dis-
placement of 0.40 inch.

Presented in Pigure 4 are the
filtered second mode acceleration time
histories at 121 from the launch of
NASA 17.08. This is very typical of
the time histories obtained from each
of the launches. As can be seen the
acceleration in axis A builds up to its
ma~imum value very quickly after igni-
tion, the level then decreases only
slightly over the next several cycles
but then damps out rapidly after the
vehicle has exited from the tower.

Extensive comparisons of the
narrow band filtered acceleration time
histories from the different launches
were made. A close scrutinization re-
vealed that the filtered acceleration
time histories at L21 from the two
Aerobee 170 launches were remarkably
similar. The magnitudes and phasing
as functions of time were almost identi-
cal for the two launches. Similarly
after comparing the second mode accel-
eration time histories from the four
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Mezobee 350 launches 3%t was determined
mc:thomtulmtiouofthtiu
histories were amazingly similar. How-
ever, once the wehicle was in the upper
portion of the tower the similarities
ended. The phazing and magnitudes of
the traces were no longer consisteat
from one launch to another.

g The tower's first mode was never
excited to a measurable level during
any of the instrumented launches. Since
the first mode was easily sxcited dur-
ing the manual shakes the fact thet the
first mode was not excited during launch
provided a key to the nature of the
excitation force. The theory that the
-excitation force was in some way related
to pressure buildup in the towar hut
evolved. To investigats this, pressure
transducers were mounted at various
locations in the tower t for several
launches. The dita revealed that there
was & 6 Hx pressure oscillation, with a
peak magnitude of 0.6 PSIG, generated in
the building at ignitiom.

AMALYSIS

_ In conjunction with the field
measurements program, aralyses were
performed to estimate the magnitude and
possible causes of the tip-off phe-
nomena. Since the Aerobee vehicles have
no attitude rate control, large dis-
persions in the final range of the
vehicle can result from tower induced
motions at the time the vehicle exits
the tower. Based on trajectory analy~-
ses performed by the Goddard Sounding
Recket Division, it was determined
that the Aexrobee 350, for example, could
experience range dispersions of 20nm if
the vehicle attitude rate at tower exit
were as much as 4 degrees per second.
During the time between second and
third riding shoe exit from the tower,
the vehicle is free to pitch relative
to the tower and if the tower is vibra-
ting during this time it imparts a
rigid bedy pitching motion to the
vehicle. For the Aerobee 350 the time
between second and third shoe exit is
approxaimately 0.05 second. Since this
corresponds to approximately one-
quarter of a cycle of the observed tower
motion in its 4.5 Hz mode, it was felt
that tower motion could have an appre-
ciable effect on the vehicle attitude
rate at third shoe exit and an analysis
was made to determine this effect.

Figure 5 shows, schematically, the
torer and vehicle during the period
between second and third shoe exit.
From neasured tower mode shapes the 4.5
Hz mode 18 very nearly straight over
the portion of the tower from the tip
inboard to the third shoe location
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(dastance "b” on Pigure 5) when the
second shoe in exiting. Also over the
0.05 second_tius between sacond and
third shoe exit, the wehicle forward
velocity is nearly constant and tle
tower motion sinuwoidel. Gtilising
these facts and assuming the third shos
to remain in contact with the tower
rails, the wehicle rigid body equation
of motion in one plane is

'§v'-v °v"‘v ""m(" ).i -t-m.

where Apg and a are the tower accelera-
tion magnitude (g's) and phase (rela-
tive to its undisturbed position) at
second shoe exit, X2 is the distance
between second and third shoes on the
vehicle. V, is the vehicle forward
velocity, t is the time from second
shos exit, » is the tower vibration
frequency and

w,r —52

;o +x°

2)

where {, is the radius of gyration of
the veh?cle about its center of gravity
(c.g.), is the distance from the
c.g. to the third shoe and g is the
acceleration due to gravity.

All of the coefficients in equa-
tion (1) are functions of the particular
vehicle (Aerobee 350 or 170) with the
exception of the tower acceleration
magnitude and phase at second shoe exit.
Thus we can solve (1) as a function of
these two parameters, which may vary
from one launch to another, for a
particular vehicle. Of particular
importance are the veliicle pitch rate
{3y) and attitude (8y) at the time of
third shoe exit. These are the so
called tip-off conditions which, for
the Aerobee 350, can have a large effect
on the resulting range of the vehicle.

Figure 6 shows the pitch rate and
attitude at time of third shoe exit as
a function of the tower phase (a) at
second shoe exit for the Aerobee 350
using measured acceleration magnitudes.
The convention on tower phase at second
shoe exit is that o=0 corresponds to
the tower passing through its un-
disturbed position pitching down range.
As indicated, the highest pitch rates
occur in the vicinity of a=15 deg. and
the pitch rates can be either positive
(pitching vehicle nose down) or nega-
tive (pitching vehicle nose up). Thus,
one would expect that if the vehicle is
riding the rails quietly (that is, no
ranging of the vehicle on the rails)
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that range dispersions would be only as
predictable as the tower motion. If the
tower motion at second shoe exit were
one-half cycle different in phase be-
tween two flights the resulting range
dispersions wouild in one case cause the
vehicle to go long and in the other case
cause it to go short. However, the
maxisum pitch rates that can be attained
&rn large enough to cause appreciable
range dispersions for the Aercbee 350.
A similar analysis on the Aerobee 170
resulted in tip-off pitch rates on the
order of 1.5 to 2.0 degrees per second.

Having established the fact that,
for the Aerobee 350 at least, the tip-
off rates could be a serious problem,
several analyses were performed to
determine the probable source or sources
of the tower motion so that recommenda-
tions could be made to reduce the accel-
eration levels. In these analyses, the
tower was idealized as a uniform beam
whoee properties were obtained by
matching the measured 4.5 Hz bending
mode. In order to include the effect
of building stiffness, the beam was
connected to ground through a spring at
the 80-foot level and this spring rate
was obtained empirically from the meas-
ured mode shape in the 4,5 Hz mode.
Using this empirically obtained mathe-
matical model of the tower, the first
two modes agreed excellently with the
measured 1.2 and 4.5 Hz modes as shown
on Pigure 7. Note that good mode shape
agreement occurs for the 4.5 Hz mode
assuming the bottom of the tower is un-
restrained while for the 1.18 Hz mode
it is best if the bottom is assumed
pinned. This is very likely due to the
fact that the connection at the bottom
slips at the higher frequencies where
the inertia loads are higher but is
more effective at the lower frequencies.

Using this mathematical model of
the tower, scveral possible sources of
excitation were investigated for their
influence on tower motion. Tie most
promising candidates were an assumed
low-frequency oscillating pressure
loading in the building being trans-
mitted through the tower gimbal into
the tower, and a possible impacting of
the vehicle on the tower rails near the
time of vehicle exit from the tower.
Although no quantitative estimate of the
effect of a low-frequency pressure
oscillation could be obtained without a
mathematical model of the building, it
was demonstrated that the theoretical
buildup of tower tip acceleration from
the time of liftoff was quite similar
to the measured accelerations.

Using measured tower accelerations
and measured pitch and yaw attitudes
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point strongly to this possibility
evidenced by the sudden change in tower
acceleration levels when the vehicle
was exiting the tower and also on a
sudden change in slope of the yaw atti-
tude gyro. Asauming an impact between
the front riding shoes and the top of
the towor occurred, it was demonstrated
that the resulting change in accelera-
tion amplitude indicated an impulsive
loading on the vehicle which wounld
theoretically give a 4.2 degree per
second chinge in yaw attitude rate.

The yaw attitude gyro indicated a sud-
den change in slope of 4,7 degrees per
second. Since the msasured tower accel-
erations on several Aerobee flights
have the characteristic of changing
amplitude as the vehicle exits, it was
thus concluded that an impacz of this
type was a strong possibility.

Based on the analyses it was con-
cluded that building pressure and
vehicle-tower impact were causing the
high tower accelerations. Venting of
the building roof was recommended to
reduce the pressure loading and a
better restraint system for the tower
bottom was recommended since the analy-
ses indicated that for all of the pos-
sible excitation sources, the tower tip
acceleration would be reduced if the
bott m w> e pinned more securely.

PINAL STATUS

After evaluating the results from
both the measurements program and the
analytiec effort the following conclu-
sion has been drawn. The excitation
force generating tower motion is a low-
frequency (=6 Hz) pressure oscillation
in the tower hut created by the exhaust
blast of the NIKE M5E]l second-stage.
The supporting evidence for this con-
clusion is as follows.

(1) The second mode (4.5 Hz) of
the tower is excited instead of the
first mode (1.2 Hz). A 6 Hz pressure
osciilation would indeed excite the
second mode more than the first.

(2) Tower motion is substintially
greater in Building axis A than in
Building axis B. Looking a* the sym-
metry of the building indicates that a
pressure buildup would result in a non-
zero resultant lateral force on the
tower in axis A. 1In axis B the result-
ant force on the tower would idzally be
zero. An oscillating pressure wave in
the building would result in an oscil-
lating force applied to the tower in
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axis A. Analyses showed that such an
excitation could produce the tower-
sotions which have been measured.

(3) Tower motion measured during
the launch of the Black Brant VC was
less hy an order of magnitude thra that
from Asrobee launches. A conservative
comparison indicates that the NIKE MS5El
mass flow rate is greater by a factor
of three than that of the Black Brant
VC. In other words the launch of a
Black Brant W did not genarate hat
pressures severe enough to result in
significant tower motion.-

It can be expected that cross range
dispersions due to tip-off will be mini-
#al since tower motion in Building axis
B is of an acceptable level. This is
an important consideration since at WSMR
the range is quite long hut is very
narrow. Therefore significant down
range or up range dispersions can be
tolerated but cross range dispersions
cannot.

As was gtated previously, compari-
sons of the second mode acceleration
time histories from the Aerobee 350
launches revealed the initial portion
of the time hist.ries to be similar.
However, once the vehicle gets in the
upper half of the tower the similaritics
end. It is felt that the reason for
this is as follows. The pressure blast
generated at liftoff is of a repeatable

nature. This pressure blast which is
the initial excitation force then re~
sults in a repeatable tower recponsa.
Once the wehicle starts moving and
reaches the upper half of the tower,
vehicle impacts against the rails af-
fect ths response of the tower. These
vehicle-to~rail iwpacts are obviously
randor “‘n naturs and therefore have a
random eflect on tower mction. There-
fore, the final result is an initial
tower response wvhich is repeatable
until the time at which vebicle impacts
alter the tower motion.

Reduction o€ dispersion due to
towsr motion can he accomplished by
increased ventilarion of the tower hut
to prevent pressure buildup. Removal
of all hut panels prior to launch would
reduce dispersion due to tower motion
to essentially zero.

Concluding, it can be said that
all objectives of the task team have
been accomplished. A clear definition
of the entire tip-off problem has been
provided. Tower motion at launch has
been defined; the potential for tip-off
as a result of the measured tower
motions has been established; the
excitation force has been identified;
and, a method for eliminating tip-off
has been recommended. The decision to
remove hut panels for a given launch
or to install a permanent system which
can provide increased ventilation area
is up to Sounding Rocket personnel.

TABLE 1
MAXIMUM ACCELERATICNS MEASURED AT TOWER LEVEL 21
DURING LAUNCH

Max. levels
Launch Building Building
Date Launch site Payload Axis A Axis B
8/13/70 1 wWallops Is. | NASA 17.06 0.5g's 0.12g's
(Aerobee 350)
10/31770 | white Sands | NASA 13.41 0.36g's 0.20g's
(Aerobee 170}
12/19/70 | White Sands | NASA 13.11 0.34g's 0.229's
(Aerobee 170)
2/21/71 | Wallcps Is. | NASA 17.09 0.34g's 0.17g's
(Aerobee 350)
6/23/71 | wWhite sands | #ASA 17.08 0.42g's 0.22g's
(Aerobee 350)
6/10/71 | Wallops Is. | NASA 17.11 0.40g's 0.28g's
(Aerobee 350)
7/21/71 | wWallops 1s. NASA 21.04 0.06g's =0.00g's
(Black Brant VC)
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ON THE USE OF FOURIER TRARSPORMS

Of MECHANICAL SHOCK DATA

Dr. H. A. Gsberson and Mr. D. Pal
Naval Civil Engineering Laboratory
Port Huenese, Cslifornia

of the various transforms,

Some uses and analyses of Fourier transforms of mechanical shock
motions are presented. A simplified proof that the magnitude
of the acceleration transform is the residual velocity shock
spectrum is given in a form that readily introduces the "running”
Fourier trensform. A method is presented for analyzing high
narrow peaks on actual Fourier transforms to determine the actusl
uxcursion associated with the peak frequency. The effects of
truncating the record of a slowly decaying transient is also
considered. The paper closes with a discussion of the merits

INTRODUCTION

Fur quite some time now, several
authors including ourselves have advocated
~he use of Fourier transforms as an
improved descriptor of mechanical shock
motions, and yet very little has been
writteu on the actual use of the transform,
Naval Civil Engineering Laboratory (NCEL)
under the sponsorship of the Naval Facilities
Engineering Command has been studying the
use of Fourier transforms as possible im-
proved descriptors of wquipment shock
hardness; in this study the transform
has shown promise of becoming a considerable
designer aid, The main reason for our con-
tinued study of the Fourier transform is
that it contains a mathematically complete
description of the time history of the shock
organized with respect to frequency and
that it is inexpensive to compute, especially
in comparison to the shock spectrum, a close
relative and widely used. 1n this paper ve
present a short collection of analyses which
we have found useful in utilizing Fourier
transforms in connection with mechanical
shock.,

Magnitude of Fourier Transforms

Rubin "17 has suggested a most helpful
way of looking at the information contained
in a Fourier transtorm of a shock motion; it
can be explained as fcllows, 1If y(t) is an
acceleration time history that begins at t = ¢
its Fourier transform may be written as

it

Y(w) = ['y'(t) e de. (1)
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Here w is frequency in radian measure, equal to
2nf, where f is frequency in cycles per unic
time, By using Euler's formula

e-lwt = ¢cos ot - 1 sin yt, (2)

Equation (1) may be broken into two integrals
to form the real and imaginary parts of the
Complex Fourier Transform:

Y(w) = R(w) + 1 1(w), 3
where
R(y) = ) Y(t) cos ot dt, (4a)
)
1(w) ='J° V(t) sin 4t dt. (4b)

The transform, Y(ux), may also be written in
terms of its amplitude, A(w), and phase,
~(1), as follows.

Y(’L) o A('L') e‘-"l(lz') (Sa)
vhere
2
A(n) = [R('L)' + l('l.')z]&, (5b)
-1
a(x) = tan  (I(x}/R(4)), (5¢)
= stn”! (L(a) /A1), ()
= cos™l (R(x)/ACL)). (50)
Thus
R(1) = A(E) cos a(n), 15f)




I(w) = A(w) sin o(w). (38)
Now consider the respouse of an undamped

single degres of freedom systeam as indicated
in Pigure 1,

y(¢)

755

as is explained in Pipes (4, p. 320].

Rubin 1] used Equation (7) to provide a
relationship with the Fourier transform. From
the formula for the sum of the difference of
two angles, Equation (7) may be written as

s x(t)

Fig. 1 - Bare excited simple system,

A free body diagram of tt= mass ylelds the
familiar

MR+ k(x-y) =0 )

Changing the variable to the relative motion,
z =x -y, ylelds another familiar form

L4z = Y0, (6a)
where

w=y k/m, is the natural frequency.
Virtually all texts 2,37 that in any manner
tteat transient excitations ask you to con-
sider the excitation as a sequence of impulses
that leads to the Dukamel's integral
t
z(t) = ;—1 "0 ¥(*) sin w(t - <) dvr. (7)

The above solution implies that both z and 2z
are zero at t = O, If the derivation present-
ed in texts is unsatiefying, the correctness
of the solution can be somewhat comfortingly
verified by dircct substitution back into the
differential equation, Equation (6a); care
must be excercized in differentiating a
definite integral with respect to its limits
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z(t) =

t
& r ¥(t) (sin wt cus wr
@ .0

- cos gt sin wr) d-, (8a)

and since t is a constant during the integra-
tion
t

z(t) = - i Lsin ut L ¥(z) cos wr dr
e

- cos gt » ¥(7) sin wr dr. | (8b)

Now, inserting Equations (4a and b) in Equa-
tion (8b) we have

. 1r
z2(t) = = g 'gin ot R(w,t)

+ cos yt I(w,t)} ’ (8c)

where R{w,t) and I(w,t) are the real and
imaginery parts of the "running" Fourier
transtorm 57, 1i.e., the transform of the
function y(t) terminated at the time, t,

Finally from Equations (5f and g) we
obtain




> o

s(t)= - “?9- [mx wt cos ale,t)

+ cos ot sin q(-.t)] (o)
or
s(t) = - A‘?Q- llll[‘ + a(..t)] 9

Equation (9) is one of Rubin's resulta
(1) It states that the response of an un-
damped single degres of freedom system at
snytime, t, is given by the Fourier trsnsform
of the excitation betwesn 0 and t, avaluated
et w, the system natural frequency.

Suppose the shock excitation has a duration
T; Equation (9) vith time removed from its ergu-
ment epplies to all times grestsr than T, since
the running transform only accumulstes value
between 0 and T. When Equation (9) is used
for times shorter than T, ths duration of the
shock excitation, A(g,t) ela(wst), is the
running transform of only that portion of the
pulse between 0 and t. PYor ell time aqual to
or greater than T, the running transform is
given by the Fourier transform of the complste
excitation, A(,,)g.‘la(w), Thus for time greater
than or equel to T the response is simply
given by

2(e) = - 2 o [mt + ala) ] , (9a)

which {s e result previously reporced [6].

1f A(a) and g(w) represent the amplitude
and phase of the Fourier transform of the non-
zero portion of the pulse, tnen Equation (9a)
gives the residual response of any undamped
oscillator to the pulse., Thus A(w)/w is the
displacem:at residual shock spectrum of the
excitetion where A(yw) is the magnitude of the
Fourier trensform of the excitation acceler-
ation. Since the undamped residuai response
is purely sinusoidal es shown, and continues
for ell time, Equation (9) can be differentia-
ted to give the velocity and acceleration as

i.t) = -A(w) cos (at + a) (9b}

z(t) = wA(w) sin (wt + q). (9¢c)

Thus A{«), the magnitude of the Fourier trans-
form of the excitation acceleration is the
residual undamped shock spectrum of the pulse
expressed in terms of velocity, and wi(y) is
the residual shock spectrum expressed in

terms of displacement,

Fourier transforms of integrals and deri -
tions of functions can be written {n terms of
the transform of the function, when these
transforms actually exist [57. For example,

if the Fourier transfors: of en sccelerstion

1s A(w) ela(w), one can integzate the defining
squation by parts to obtain the trsmsform of
the velocity. Thus if

A o0 I: §&) e ¥ g, (e

1wt

ve integrate by parts letting u » ¢ gni

dv » y(t) dt, vhich yislds

Atw) olol® | 1w Jl'. ¥(t) oiet 4. aov)

Defining the Fourier transform of the velucity
to be

V) ¢l . I,. 7€) 3% g, (100)

we obtain
A 2D o gy v oW, (10d)
Thus T
A(w) = W (w), (10e)
olw) = o(w) + % . (10f£)

Cont{inuing the sbove reasoning, one can cone
struct the following table which gives the
relationships between the transforms of
ecceleration, velocity or displacement cen be
expressed in terms of any of the other
transforms,

The previous comment mentioning possible
nonexistence of some of the transforms can
be understood as follows. The condition
generally given as requisite for the existence
of a Fourier transform is 75}

r [e0)] dt<a o

In practfical cases the portion of the trans~
ient analyzed may be insufficient to bring the
veiocity or displacement back to zero; fin such
2 case the transform of the velocity or dis-
placement would not strictly exist ani rondi-
tion (11) would not be satisffed, 1f a net
velocity change or displacement occurs, those
transforms will yfeld unreasonable values at zero
frequency. These difficulties are really more
mathematical than practical. 1n cases where
extremel; low frequency values of computed
spectra seem to indicate problems, the solution
will be indicated by considering a longer
portion of the time history.
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DECAYING SINUSOLDS

This section treats tranaforms and response
to decaying sinusoids and is almost detached
from the previous discussion, but the study
has added to our understanding of Fourier and
response spectra or shock spectra, Virtually
all experience leads one to conclude that
responses to sho'k loadings are composed
of at least many decaying vibrations., Al-
though the vibrations probably decay in
complicated ways by many different mechanisms,
we chose to begin & study of decaying vibrations
by studying the simplest one we know, the
linearly damped or viscously damped sinusoid.
The function considered is the familiar damped
response of a simple oscilator to an initial
acceleration, thus

F(e) = ¥ o sin 0t (12)
where

u%z = k/m

{= -g; = damping ratio , (12a)

a=w N1« {z = damped natural frequency.
° (12b)

We have also considered the damped coisine
wave, but the results are not substantially
different, and so the damped siue will be used
for presentation, The Fourier transform of a
lightly damped decaying sinusoid contains a
severely responding peak and hence can be used
as a model to determine maximum modal excur-
sions associated with severely responding
peaks in actual records, Thus we presume that
many of the sharp peaks in experimentally
determined Fourier transforms of complex
motions are completely due to the presence of
a damped sinusoid in the total motion,

The total response 4t any measurement
station of shock excited equipment is probably
composed of the sum of many elementary
responses thus we think of the total response as

f fl (t) + £2(t) + fs(t) > 00000000

-
total

+ fn(t). (13)

By the definition of the Fourier transform,
the total transform of a sum of functions is
the sux of the transform of the elementary
functions thus

FT(f )= FT(fl) + FT(fz) + FT(f

total 3)

+ se00e t F'l.'(fn) R (13.)

If one of these elementary functions is a
lightly damped sinusoid, the magnitude of the
transform will becume large near its respond-
ing frequency and dominate the total transform
in that region. 1f the transforms of the other
functional elements of the total response are
not rapidly varying near this frequency the
geometry of the peak of decuying sinusoid
transform will be apparent and available for
analysis.

Ccnsider theFourier transform of the
acceleration given in Equation (12) for time
greater than zero. From the definition of
Equation (1), it is given by

~$w t

g -1
Y(w) = j y,e o sinate
kel

% oge, (16)

Equation (14) can be evaluated by standard
formulae given in all math tables (for example,
Case 312, [77), After simplification one

obtains
o) {7 (15)
Yo 1- &%+ 24R
where
e A
R B (15a)

The Fourier spectrum or the magrnitude of the
Fourier transform is obtained by taking the
absolute value of Equation (15) which yields
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vheres A(e) is the magnitude of the Pourier
transform or theFourier spectrum, Taking
the derivative of Equation (15b) with respect
<0 R, the frequency ratioc,one finds that the
trangforn has szero slops for zsro fraquency
and & peak value given by

o A(w)

VP, e T, W

At zero frequency the intercept is

whAls)
-9-,-,— = N 1ep, vhenk=0_ (16b)
o

Por very large values of R

eAW 1 ekl (160)
yo Rz

Figure 2 is a plot of the magnitude of the
transform for two values of {., Note that
even on the logarithmic plot the peak is
eitremely pronounced, thus we might well
expect that it will be apparent and distinct
from the remainder of the transform. One
also finds that the transform of a decaying
cosine wave has differing asymptotic and zero
frequency values but in the nelghborhood of
the peak f:¢ a lightly damped decay, has a
substantially similiar geometry,

Now that we realize that the tzaasform
will contain these peaks at the responding
frequancy of the decaying sinusoid, let us
consider the converse problem of determining
the constants in equation (12) from the
geometr: of the peak of the transform, Con-
sider the width of the transform peak when
the magnitude is some fractjor, 4, of the
maximum value, The ratio ¢° equal to the
square of the magnitude, Equation (15b)
divided by the square of the maximum
magnitude, Equation (16) is given by

,tz = irz—-—]—?-iz——— . (173)

A - k5% + ap?g?
After rearranging, the following equation
results.

2 2 2
RI‘ -2Q1 - 2"2)R2 + .ﬂ;l‘.g_-g:_.'__f_l =0,
¢ (17b)
The above equation is quadratic in R2 and has
two distinct roots yielding Rj and Ry. These

can be directlv computed and subtracted to
give the peak width at p, or by rearranging
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one can fiod the width AR gives by

“z =21 - ztz) -% (o2 - 6!’ + &t“)".
- (17¢)

Figure 3 1s & graph of the values of the peak
widch, AR for values of ¢, with varying

sncunts of damping, §. ::

Now, given the above theory, let us com-
sider the application. FPigure & shows &
hypothetical Fourier ssplituds spectrum of an
accaleration time history of & mecheaical
shock, It has & nartow distinct peak of
magnitude A-g situated at & frequency f,.
This peak is presumed dus to & decaying
sinusoid contained in the original time
history., We are concerned sbout the magnitude
of the velocity indicated by ths pesak valus
and would like to estimete the saxisum modal
velocity that actuslly existed at this frequen-
Cy at our measuremsnt statioa. Maxisum modal
velocity has been shown to indicate response
severity [8]. It must be realized thet the
transform of this decaying sinusoid is super-
imposed on other transform values from other
functional elements of the shock pulse but
agsuse that the segnitude of the transform
of the remainder cf the shock pulse is some
constant value, A_, in the region of the
narrow transform peak.

The final relations are developed as
follows. Consider en amplitude A} in the
narrovw peak region of Pigure 4. A horizontal
line at amplitude A; intersects the narrow
peak where it has a width Af,, Let f be
the maasured peak frequency *nd A he
measured peak magnituwie., AR is 3] given by

AR-%—fl
P

2 (18a)

The magnitude of the decaying sinusoid

transform at the peak will be A less A.,
thus from Equation (16)
Yo
Amﬂx - As = 2—“’: a (18b) f
The value of y corresponding to Afl is given ]
by
A - A
1 ]
G (18c)
max s .

Finally solve Equation (18b) for As and sub-
stitute the value into (18c) which yields

26w,
. T e B -

"0

Two sets of values of Af and A are required
and must he measured from the narrow peak
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Fig. 2 - FPourier transform magnitude of a decaying
Sinusoid for {= 0.02, {= 0.1

as shown in Figure 4; thus two Equations (18d) In Equation (18e) A, A, and Az are measured
will be obtained, one for Al and one for Az. values from the traR3form graph;“ therefore,
Dividing the equation for Al by that for Az Equation (18e) is a relationship between * and
yields ®g¢ Equation (17c) gives a relationship
between 5, ¢ and AR which is expressed as a
1+ g A - A graph in Figure 3. Since AR, and AR, are known,
1 _ _max 1 (18¢) select a trial { on Figure 3 and detérmine a
T - ¢ Ay " A trial value of 4, and @¢,. Test these values in

Equation (18e), Continue selecting new values
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of { and testing the resulting values of ¢
and 4, until a value of ¢ is found that yiblds
¢'s af AR, and AR, on Figure 3 that satisfy
Equation }18e). us the value of ris
determined.

Since this procedure should only be used
on high narrow peaks that are due to low
damping, wo i8 very close to 2nf, (see Equa-
tion (16)). With ¢ and the value of ¢
obtained above, ¥ can be cemputed froem
Equation (18d).

It was previously stated that the maximum
modal velocity was a quantity of interest to
be determined from the foregoing. Since it
is expected that each individual mode will
respond with a dezaying sinusoidal motion, the
maximum velocity associated with this decaying
motion is an observed modal velocity. The
waximum velocity is therefore obtained by
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integrating Equation (12), However when
Equation (12) is integrated to velocity an
abritrary constant necessarily appears which can
clearly alter thc maximum modal velocity
obtained. The constant is evaluated by the
observation that the velocity must go to zero
when time goes to infinity., Equation (12) so
integrated and evaluated yields

b -
ye w—o Ir.e Cw,t (¢ sin Ot +4 1 = ;2 cos Qt)—‘g
o

19)

This equation has its maximum at time equal to
zero and the maximum modal velocity is

4
e " TTE am

1f the decaying sinusoid were assumed a decaying
cosine, the maximum velocity is substantially
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the same for very low damping, but is reduced
by & factor, y, which is given by

W = exp (:i[‘_:‘) (19¢)
1-¢

TRUNCATION EFFECTS

A practical problem in shock data analysis
that routinely occurs is the determination of
the length of time history that should be
analyzed., Oftentimes in lightly damped
structure the response decays very slowly. A
theoretical example of the effects of trunca-
ting the acceleration time history of a decay-
ing sinusoid iu presented here to offer some
insight into the problem,

Consider the running Fourier transform
corresponding to Equation (14), but only for
integral numbers of cycles. Thus rather
than integrate Equation (14) from 0 to «,
integrate from ¢ to 2m/{}. The magnitude of
this pseudo runuing Fourier transform is given

by

1
2

Yo a - +4

m._z[ 1o ]

x (1L+ e~2ve -2¢7YE cos yR)%. (20)
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sinusoid

Y-T%'z
1-¢%. (20a)

Comparing Equation (20) with Equation (15b), it
is observed that the result is similar except
for the addition of ¢ truncation correction.
factor, TCF. Consider just the truncation fac-
tor alone.

TF = (14 e 2YC _2e™Y€ s yR)E. (20b)

1t will be noted that a&s y or n, the number of
cycles, gets very large, the TCF approaches
unity. For a sufficiently small n or y the
average value of the magnitude is reduced, but
evea further the TCF imposes & ripple on the
magnitude of about n cycles per unit change of
R. At least the ripple is intolerable and
would be confusing so that a sufficient number
of cycles should be taken to assure that the
TCF is negligible. Rewriting the TCF in
simpler notation,

TCF = (B - C cos yR)*, (20¢)
where

Bel+e2Y, andc=2eYC

The average amplitude of the ripple can be
ezpressed as

p-!,[dn+c -JB-C]. (20d)
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Values of the averags ripple comteat, p,
plottad against n, the nmber of cycles imclud-
ed in the rvmaing tramsform are plotted ia
‘Figurs 5, for various valuss of (. Yor axzam-
ple, 1f ¢ = 0,05, 15 cycles are requicred to
assure a ripple coatent of 11.

‘The sams trumcatica correction factor
occurs 1f a decaying cosine is truncated
aftsr o cycles.

The practical significence of this result
must be examined further., It mey mean that
ons must be cautious vhen trucating a recocd;
coaversely since the damage often oceurs
during the first pert of the pulse, it may
indicats that the Pourier tranaform is
sensitive to unimportant informstion sbout
the Mko

In conclusion we have presented a method
for datermining the saximwm modal excursion
at a point from narrow peaks in a Fourier
transform. These responses can be considered
msaxisum modal velocities to the extent that
they do constitute a lower bound. In that
seuse they do indicate for example the severity
Et & beam response as has been shown in

10].

Jenachke [9] has presented a proof which
shows the envelope of the magnitudes of the
running Fourier transform to be an upper
bound to the overall shock spectrum for
velocity. If this envelope can be inexpen-
zively computed it may provide wide availabil-
ity of & new shock severity evaluation,
Reference [9] also presents some computed
results of a running transform, undamped
shock gpectrum and Fourier transform. It is
interesting to note that at the high peaks
in his spectra, the Fourier transform does
yield the same result as the other spectra.
The Pourier transform appears to heavily weigh
repeated cycles at the same frequency as was
clearly shown in the decaying sinusoid
analysis. It may well be that for structures
that are sensitive to repeated excursions the
Fourier transform may provide a more reliable
indicator of damage, Yet the fact that the
magnitude is only a residual spectrum and
misses the maximum excursions during the
pulse does detract from its apparent useful-
nese in a structure which fails due to the
single highest peak.

Linear system theory demonstruates that by
knowing the complex frequency response between
any desired measurement station aud an input
point, inverse Fourier transformation of the
product of the transform of the excitation and
the system function will yield the exact time
response to the transient at the measurement
station, This is an attractive idea and could
be subjected to any recorded excitation on the
computer, However many different system

96

|
jhit
Hy
s
il
i

E&&
;§
i
;
:
:

Much work resains to bs done to firmly
establish the place of the Fourier transform
in the analysis of mechanical shock data. 1t
is hoped th:: these ideds will szimulate others
to pursue the questiomn. :
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IA!E ANALYSIS OF SHOCK EFFECTS IN COMPOSITE ARMOR -

" Gordom L. Filbey, Jr.

USAARDC Bsllistic Research Laboratories
Aberdeen Proving Growmd, Narylsnd

cases sre 1-D

Eshanced performance by composite arwor in layered configurations
against kinetic energy projectiles, hypervelocity particles and metsl
jets has been an accepted fact based on mumsrous observations. A
rationale for this improved performance is given in this psper in terms
of an snalytic model based on one-dimensional ronlinear wave props-
gation and reflection at material interfaces. Included as special
c shock waves and elastic waves. The wmodel
is specificslly worked cut for the dispersive wave cise of a plastically
deforming metal in unisxial stress on one side of a boundary sgainst
a linearly elastic metai on the other side, but the principles apply .
generally. Details of the cslculations of the developed stress fields
in the two material case are carried through and compared favorably
with experiment. 1t is definitively shown that regions occupied by
“harder” materials are those subjected to the larger stresses and
thus these "harder" materisls may be thought of ss stress raisers.

INTRODUCTION

N The notion of using stress wave analysis
to predict failure mndes in composite armor,
such as penetration, fracture and spallaticn,
is not a new one. A frequently mentioned
reference in this context is _he 1965 work of
Kinslow [1]. Kinslow [1] considered in detail
a 30 layer laminate constructed of two alter-
nating elastic materials. Although limited
to one dimensional elastic dilatational waves
at normal incidence, the analysis demonstrated
that shock mitigation may be produced by
laminating two materials. The analysis,
couplad with several different experiments,
demonstrates conclusively that defeat en-
hancement may be achieved with the concept

of lamination. That is, there is definitely
an advantage over the construction of a target
from the single harder material of the twc
usel in the laminate construction. 1In a
different sort of problem, Horie [2] has demon-
strated that, from the standpoint of momcntum
transfer into an armor plate, an optimum thin
bumper of soft material may be added to the
front face to reduce the total momentum
initially transferred into the armor plate.

1n these cases as in uncited numerous others,
the analysis always seems to be limited to the
use of linear elastic constitutive relations
for the one dimensional shocks treated,

-- usually on the grounds that this is the
only case that can be treated with any simple
sort of analysis, At the opposite end of the
spectrum of course computer programs exist
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which may be used to calculate the detail in
any specific instance. But very often, in
order to achieve penetration data for tem or
twenty or fifty microseconds, the oxpense and
running time on the machine is prohibitive.
Hence a need exists for an analytical or quasi-
analytical tool for those problems in which
plastic deformation is caused in the target by
the impactor. It is the intent of this paper
to outline an approach which may be developed
towsrds this goal.

PLASTIC WAVES

An underlying assumption made here is
that armor penetration by impactors - be they
kinetic energy projectiles, hypervelocity
particles or metal jets - is accompanied by
plastic deformation, and in this process waves
of plastic deformation are forerunners of the
impactor tip. Since typical armors are
bounded media, the wave reflection and inter-
action processe:s build up conditions which
ultimately determine material failure. Hence
it is instructive to examine some simple gen-
eralities of the wave propagation process, and
as we shall later see, interaction conditions
wvhich may exist at material interfaces within
the target.

Assume, for the "softer' target materials,
an equivalent one-dimensional uniaxial stress
model that, within the time scale of wave
propagation processes, is rate-independent.

e




Heace take a 1-D stress-strain relationship of:

the form
0= Ae*

Some theoretical justification exists for
choosing this form, as discussed elsevhere
- by Filbey [3). Plastic waves are propagated
i within this 1-D framework governed by a quasi-
{ linear wave equation -

"
RS

which identifies a wave velocity Cp for esch
level of strain € by

-

. '
e IR

)

i Note that this may also be expressed as
) - de » T .
Gc" “)

once a stress-strain relation O€) is given.
For semi-infinite media, the particle velocity
relative to the material at rest (at infinity)
is found from

ofok - B o

upon using (4). Fof details of the above, see
Bell [4]. Differentiating, one may relate an
1 (+) increment in particle velocity to a (+)

| increment in stress as

}._ Av = ?c; 6)

Substituting (1), (6) becomes
Av

A¢=\/-e.—m < 0w ™

The case ¢f most intensive study and interest,
and with physical supportive evidence, is

when the coefficient a = 1/2 and A = § , again
as discussed in Bell [4]. Under those
assumptions, write (7) as
2
ZS&T: = J [30‘ (8)

2
Cop
Incidentally, the elastic case is covered by
setting a = 1 and A = E in (1), or some
modified version of elastic constants for
uniaxial strain. To keep things simple
algebraically, we shall symbolically follow
the former. For elastic waves then, (7)
becomes the familiar connection between
particle velocity and s%ress A

2 =——— AT
Av a% ©

)
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vhers €, is a constant elastic wave speed.
Hence an iaportant distinctiom is moted E
beiween (8) and (9) -- particle velocity
chonges for stress increments in the elastic
domain are proportionsl only to the stress
incremsent, whereas in the plastically defor-
ming materizl depend additionally on the
'f'albieat" stress level, through the @G ">
actor,

WAVE INTERACTION

__ Consider now the two material case
vhich mighkt exist at an interface in layered
composite armor, as indicated diagramatically
ia Figure 1. Take the case of an increment

ELASTIC-PLASTIC
e | e

. [
E |o=ge'?

¢ | ¢«

R

TAU’

X

Figure 1

of compressive stress propagating to the right
from the "hard" elastic material into the
“'softer" plastically deformable material, in
the presence of an ambient compressive stress
on both sides of the interface. The
simplest situation which satisfies jump con-
ditions on mass and momentum across the inter-
face are to allow for a compressive incident
stress increment with associated positive
particle velncity increment, a tensile re-
flected stress increment with associated posi-
tive particle velocity increment, and a com-
pressive transmitted siies< inciement with
associated positive particle velocity

Use subscripts v, ", and T to denote
incident, reflected and transmitted components,
and use circled letter superscripts (Ef and

to denote the plastic and elastic com-
ponents in Figure 1. Then the jump conditions
across the material interface requirirg con-
tinuity of normal stress and velocity yield
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Define reflection and transmission coefficients
r and T by

g LR

Soiving (10) with the use of (11), (8), and
(9) leads to the expressions

; f _
ce ¥o™-4

eo? +1
(12)

t=1-¢
where

I = ﬁﬁci (13)

Hence reflection and transmission coefficients
have been found for any incremental addition
of stress by an oncoming spatially distributed
stress wave. What is now different over the
classical solutions for mismatched elastic
materials as treated e.g. in [1] is the non-
iinearity introduced by the ambient stress
level term Y%, This now means that a

total solution must be generated by adding

up the incremental contributions to determine
the next ambient stress level which deter-
mines the new ¢ and T coefficients, etc.
This cugpests the construction of rays in

X - t space in a Lagrangian diagram for

the waves, and then doing the bookkeeping
along the characteristics of the wave until
the total solution is generated. One such
example is given below.

SALIENT FEATURES

Most notable in this solution is the
demonstration that shock mitigation is pos-
sible in passing from a "hard" to a "soft"
material., To demonstrate this, numbers may
be substituted in (13) for hard (elastic)
aluminum and soft aluminum (e.g. B = 5,60 x
104 psi) yielding a value of K = 8.04 x 10-2
(psi)-1/2. The values f r(o) and 1(c) are
plotted in Figure 2.
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& HARD ALUMIHUM

ax 1073 psi

Figure 2. Reflection and
Transmission Coefficients

Obviously, the stress increment carried for-
ward is always less than the incident (t < 1)
and that returned is a tensile one which
lowers the cncoming. (For a €free boundary,

it would equal the oncoming and hence cancel.)
On the other hand, absence of an interface
would permit the high elastic stress pulse to
continue on in the target, thus potentially
inflicting damage at a deeper level. in this
sense, an interface "reflects" back enexgy,
keeping more of it at the front of the target,
and thereby enhancing defeat possibilities.
Obviously solutions to layered media problems
require computational assistance of a computer,
but the underlying philosophy is rather sim-
ple and may give reasonable answers in much
shorter run times than other previous metheds.

For completeness, a case is included
which was calculated for a longitudinal
stress wave in aluminum bars going from
plastic to elastic (opposite from the case
given here) which was compared with test data.
In the absence of an interface, the maximum
strain would have been 2.2%; data shown in
Figure 3 rises to the higher maximum predicted
of 3.5% caused by the total wave interaction.
Again repeated, this is test data for the case
opposite to that presented in the main body
of this paper merely to demonstrate agreement
of the analysis with experiment.
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Figure 3. A Comparison of Technique
and Test
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STATISTICAL LOADS ANALYSIS TECHNIQUE FOR SHOCK AND

HIGH-FREQUENCY EXCITED ELASTODYNAMIC CONPIGURATIONS

K. J. Saczalski and K. C. Park
Clarkson College of Technology
Potsdam, New York

A recently developed technigue for describing deterministic and
nondeterministic response characteristics of shock and high-
frequency excited elastodynamic systems is extended, in a
statistical sense, to determine reactive loads, and resulting
stresses, at desired locations on structural elements within
the system. The coupled transcendental elastodynamic equations
include the elastic wave effects of continuous mass distributed
structural elements as well as the inertial effects of arbi-
trary shaped rigid bodies. Depending upon the type of excita-
tion imposed on the system, the calculated loads and stresses
may be compared to known experimental and analytical failure
criteria to establish limits of structural reliability.

INTRODUCTION

A large class of modern vibration
problems, such as sonically induced
fatigue, shock impact loading, and noise
transmission, are of extreme practical
significance, and are associated with
high-frequency excitations of complex
elastudynamic configurations. 1In gen-
eral, an elastodynamic configuration
consists of an assemblage of structural
elements which include: straight and
curved elastic members with continuous
mass distribution 2long the length of
the member, as well as the capability to
resist stretchiny (comprescion), torsion,
bending and shearing; arbitrary shaped
rigid bodies; shear panel elements;
plate elements; and arbitrary con-
straints. Atcempts to mathematically
model +.a¢se complex systems usually cul-
minate in the traditional models of
lumpe<i m:sses connected by massless
elastic connectors, or the more recently
populas ccnsistent mass matrix model
(1]. unfortunately, use of the above
simpli fied models for the more complex
systems subjected to high-frequency
excitation could lead to highly inac-
curate results.

As z2n example consider the simple
system of a wire fixed at the upper end
and excited in the axial direction by a
weight which is sudderly drcpped to a
massless platform attached to the
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lower free end. If the assumptions are
made that the mass of the wire is neg-
ligible in comparison to che mass of
the exciting weight, and that uniform
axial strain prevails through out the
length of the wire for all time, then
the maximum axial stress in the system
will be calculated as approximately
twice the static stress. If on the
other hand the mass of the wire is not
considered negligible, but is small in
comparison to the mass of the exciting
weight, then elastic stress waves will
propagate along the wire, reflecting
and refracting, and cause perturbations
on the harmonic response of the exci-

‘ting weight. As the ratio of the mass

of the wire to the mass of the exciting
weight becomes greater the assumption
of uniform axial strain breaks down.
The predominant effects of the elastic
strezs wave propagations in this case
are to cauce maximum tensile stresses
which may be greater than the factor of
two predicted by the elementary lumped
mass model.

This problem was first examined
experimentally by J. Hopkinson in 1872
and later by B. Hopkinson in 1905 {2].
G. I. Taylor, examining the same pro-
blem in 1946, verified the elastic wave
effects observed by Hopkinson and
showed that, in fact, the wave inter-
actions could cause the ratio of dyna-
mic to static tensile stress to be much
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greater than that pxedi.cto'd by the

_lumped mass theory based on -the assump-

tion of uniform axial strain. FProm the
results of the Hopkinson and Taylor stu-
dies, as well as investigations on the
accuracy of the lumped mass and consis-
tent mass methods {3,4], it may be ocon-
¢luded that any method which is to deal
simply and effectively with predicting
stresses and loads of high-frequency
problems must include the elastic wave

. effects of the continucus mass d:lstri-

buted elemsnts,

In a recent paper [S] a simplified
technique was presented for describing
deterministic and nondeterministic re-
sponse characteristics of high-frequency
excited, coupled; spatial vibratory con-
figurations consisting of: continuous
mass distributed elastic elements; point

‘masses; arbitrary shaped rigid bodies;

shear panal elements; plate elements
{6]; and arbitrary constraints. 1In this
paper the techaique is extended, in a
statistical sense, to determine the
reactive loads (forces and moments), and
resulting stresses, at any desired loca-

tion of the individual elements in-the

system,

GENERAL PORMULATION OF RESPONSE
EQUATIONS

The basis for developing the neces-
sary Euler-Lagrange equations of equi-
librium and compatibility of a given
system is provided by the Lagrangian L,
formed by the potential, kinetic and
constraint energies of the system ele-
ments. The resulting set of equilibrium
and compatibility equations are desig-
nated the elastodynamic equations of
the complex configuration, Loadings
may be in terms of forces (and moments)
and/or displacements (and rotations).
Unknown internal constraints, or reac-
tive loadings, are represented by
Lagrangian multipliers and are assumed
to have harmonic solutions, Exclusion
of the explicit time dependence of the
elastodynamic equations, by operating
in the frequency domain and using trans-
form techniques, results in a reduced
set of matrix equations which by their
symmetry, and partitioned form, minimize
the storage and ill conditioning problem
of large order, sparse matrices normally
associated with such systems. Applying
steady state sinusoidal excitations of
constant amplitude and varying frequency
to the elastodynamic expressions yields
frequency spectrums for the generalized
coordinates q(t) of the point and line
intersections (nodes) of the structural
elements,
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The potential, kinetic, and con-
straint energies will be defincd as
functions of the generalized eoo:dins
ates g;, generalized velocities &4,
Lagrnaian multtipliers )i, respe voly.
Assembling the energies of the system
into the Lagrangian L and then separa-
ting Lagrange's equation into two fomms,
for q4 and iAj variables, gives

&0 BL) - oy
dt('gt) '('37;) b

vhere Equation (1) yields equilibrium
equations, some of which contain A
terms, and Equation (2) yields the com-
patibility equations for structural
elements connected to the ground, rigid
bodies, and plate slements.

(1)

2)

Fig. 1 Prismatic member element

In order to describe the physical
contribution of a continuous mass dis-
tributed elastic member element, as
shown in Fig. 1, it is convenient to
take the scalar product of the average
nodal loads vector 1 at each end times
their respective local response vectors
q. The scalar product yields the poten-
tial energy of the continuous mass ele-
ment as

ug =3 T+ (@

R (3)

The ioad-response relationships, from
modified theory, which describe the lon-
gitudinal, torsional, and flexural
mction in the principal planes of the
element are well known [7]. As an
example the equztions for longitudinal
and torsional motion are given respec-
tively as

AEC nl(t))_ oi (3 nl(t))

(4)
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with similar, but somewhat more com-
: plex, relationships for bending in the
two principal planes.

The time dependent- solutions to
the longitudinal, torsional, and ben-
ding equations of motion may be

expressed :I.n the normal mode form by

n, (t) -Z nincncn(t) ) i=1,2,3
n=1 )
12

b =D epce (e 5 1=1,2,3
n=1

vhere the (:n are the unknown nodal
amplitudes — of §,(t) and 6,(t), aud
2}{ , ¥ _ are the shape functions of

t noi'ﬂal modes. There are twelve Cp
coefficients corresponding to the total
number of degrees of freedom for both
ends of the element, The solution to
the eqgnation of motion in the form of
Eqs. (6) are also well known (7] and
may be expressed by twelve scalar equa-
tions, representing the local coor-
dinate response, at nodes A and B.
These equations may be expressed in
matrix form b the relationship

- - -— - .
{np ¥pemp ¥pl = 16;411C;,Cp0u.tiCyp)
(n
where the matrix [Gj;] is a twelve by
twelve non-symmetric matrix, con-

taining terms represented by hyperbolic
and trigonometric type functions.

The scalar compunents of the nodal
load vector, in local coordinates, are
given by relationships such as

an,
A_(6) = ap(—d (8)
X (as
Y
1
A (8) = GIf—n (9)
- ()

with similar relationships for shearing
and bending, Taking the necessary
derivatives of the vectors in Egs. (6)
and substituting into the equations of
motion yields a column of twelve loads
which are expressed in matrix form by

{xA(S),}A(e),AB(G),AB(e)} =

[Bij]{cl,cz,...,clz} (10)

" The [y-ﬁmtrixu amlnhymlvo
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seval=S tric matrix, similar to (61;.
motrix and aive containing terms reple-
sented by hyperiuliile aad trigonometric
typs functions.

s>lving for the C vector from Eq.
(7), »1d4 substituting into Eq. (10),
provices the loads as functions of the
displacsarnts and rotations in local
‘coordinstas

{xa(c),xa(e) g (c);x (e)} -

lnijl [ 407 O AR S (1)

The matrix formed by [81 1i64
defined as the symmotri c, Ivc
twelve, matrix of dynamic stiffmss
coefficients for the continuous mass
element;— Transforming.n, ¥ from the
local coordinates to the inertial coor-
dinates, and then substituting Bg. (11)
into Eg. (3), provides the desired
energy expression., The energy of a
curved, prismatic, member element with
a continuous mass ¢istribution along
the lengzh is obtaired by a proceduve
similar to the one used for the straight
member element described above [8].

The kinetic energy K, for a rigid
body of arbvitrary shape ([9,10], shown
in Fig. 2, may be expressed in matrix
form as

xm..l.{'q‘} T, ) * {';}

where My represents the mass and inex-
tia tensor of the rigid body m, and 4
implies time rate of change of q. 1If a
rigid body is idealized as a point mass,
with zero inertia tensor, then the
kinetic energy may simply be expressed,
in terms of the translational velocity
of the node to which the mass is
attached.

(12)

Fig. 2 A rigid bodf alement

-
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In addition to al and
kinstic energies o t’guctnnl ele-
‘ments, there also uh a Lagrangian
fom of contraint energy ﬂ [} due to
the internal loads acting at each node.
Blastic compliance at an uncomstrained
node in space (i.e., nnodn free to
displace and rotate within the bounds
of the olattc properties of the struc-
tural elemsats connected to i%),

- rogquires that the internal loads at the
node be in equilibrium. ‘Therefore,
coastraint snergy is not required for
the unconstrained node, and the normal

six equations of equilibrium associated.

with displacement and rotation are suf-
ficient to characterize the node pro-
perties. On the other hand, when a
node is constrained to the ground, to
the plates, or to the rigid bodiss, it
ic esssntial to include the constraint
energy which will yield unknown con-
straint- load terms in the equilibrium
equations, as well as in the associated
cospatibility equations for the node,

The form of constraint energy due
to the load at node r on a rigid body
as shown in Pig. 2, is given in terms
of the local coordinates by

v, = (0 Tetrc 1T 1T(q) +tc 1{q} }
r r ! Uippl 120" Cpilaly
(13)
The matrix Ty, is a transfer matrix be-
tween the center of mass and node r,

which reiates the invarient distance -
components between the center of mass

and node r. The constraint matrix C is
given by '
e(§) | NuLL
C= |j~=——t——— (14)
NULL : a(9)

where each row of the two 3 x 3 subma-
trices e(§) and e(8) of Equation (14)
contains the components of the local
unit coordinate vector which iy, pre-
ferably, in the direction of constraint.
If a node is fully constrained, in the
direction of inertial coordinctes, then
the constraint matrix C reduces to an
identity matrix I. If a node 13 only
partially constrained the rows of the

3 x 3 submatrices corresponding to the
unconstrained local element d.rections
become null or zero rows.

Another form of constraint energy,
applied when a node A is constrained to
ground g, is given by

- T - -

Ug = (M-t Hal,-1iwl b (15)

where wy represents displacements and
rotations of the ground in local
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coordinates. A similsr fom of con-
straint energy for a node.oounst
to a plate element is given as

= @) U@, te1T@,) e

u!uzo vg represents the local displace-
ments and rotations of th2 plate nodes,
Vg represents the inertial coordinats
coqmu of the constraint loads ),
and C; is a nonsyssetric comstraint
matrix made up of rows of direction
cosine vectors wvhose to are in
the direction of constraint normal to
the plate or shell.

Assuming -a harmonic solution, and
ewployi ng the previous definitions of

~matrices, the coupled system of hybrid

elastodynanic equations, derived from
Equations (1) amd (2) may be assembled
in the following fomm

Duuqu’burqr Dygdy*Dygdy = £, 17
Our qumrrqrwrsqs‘mrgqg +
e, = £, (18)
qu‘mrs qr+Dssq *Dgqdg *
8 = fs (19)
qu rg qrﬂ)sg 95 *
- DgqgdgCyThy = £g e
T
€ *CoTrr m = 0 (21)
g, = cplws (22)
C q wg {(23)
T _C - 2Mq (24)
mr r r f m

where subscripts u, r, 8, g, m repre-
sent unconstrained nodes, nodes con-
strained to the rigid bodies, nodes
constrained to the plates, nodes con-
strained to the ground, and nodes
located at the center of mass,
respectively.

The symmetric M matrix is an un-
coupled diagonal mass-inertia matrix,
made up of the smaller 6 x 6 submatrices
for each rigid body. The symmetric
matrix D, consisting of dynamic stiff-
nes3 coefficients, is obtained by
differentiating the potential energy
functions for prismatic members and is
composed of Dyy, Dpr, Dggs Dy
and D,., in Egs. (17) through f24) where
Dyu regresents coefficients for uncon-
strained nodes, Dy, represents
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pfficients for nodes conzerained. vo
rigid bodies, ‘vepresents the

ground constraints, Dy
Yeprasent the mpuu 3 WB
the previcus matrices. The tmﬁot

- m‘x ?' '1. [ 3

-non-symastric
composed of saailer ¢ x § non-cy-t:lc
transfer matrices (cne for each node
constraiced to a rigid body). PFinally,
the Cp ndcg constraint matrices are
non-gymmetriC matrices made vup of- = %
smaller 6§ x & submatrices as defined by
Eq. (14), and pexrtain to nodes con-
strained to the rigid bodies and the
ground, respectively.

Bquations (17) through (24} pro-
vide the frequency respcnse for any
constrained spatial vibiratory system.
Viscous damping effects may be included
through damping foroes and will contri-
bute imaginary aslemants to the elasto-
dynamic squations. Applying steady
stute sinusoidal excitations of con-
stant amplitude and varying frequency, -
ug yields the reduced frequency spec-
trums H{w) of the generalized coordin-
ates g(t). The matrix reduction pro-
cess is given in references [5]) and [6].
Essentially the process consists of -
finding the H(w) frequency response of
the arbitrary shaped rigid body coor-
dinates q, and back substituting for
the response of the q, and qr coor-
dinates.

STEADY STATE, TRANSIENT AND RANDOM
RESPONSE

Because of the transcendental
nature of the elastodynamic equations,
it becomes advantageous to operate in
the frequency domain and use the Fourier
integral approach rather than use the
classical, and often popular, modal
metiiod to solve for general forced and
random response. The frequency spec-
trum H(w) of q(t), obtained from the
elastodynamic equation, acts as a
transmissibility function ard by the
nature of its derivation, is gener-
alized to any forcing function which
may be obtained by the superposition of
a number of harmonic forcing functions.

The transmissibility fupctions
represent the coupled steady state solu-
tion for the complex structural con-
figuration and are applicable to both
the deterministic and nondeterministic
areas, They include coupled elastic
wave effects as well as the inertial
effects of arvitrary shaped rigid
bodies.,

For the case of shock-impact
loadings, the excitation spectrum F(w)
is obtained from the forward transform
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of the forcing functicas £(t) by using
a numerical "fast Pourier transfom’
technique. Multiplying thé total -
transmissibility for a particular node
by the force excitation spectrum yislds
the node response spectrum as

Rlv) = H(w) -Klw) ) 125)

ihe tims response r(t) for a particular
degres of fruedom of a given node may
be cbtained by taking the reverse trans-
form of R{s) in Eq. (25) such that

rie) =4 [ rwel*ta (26)
-t

Equation (26) t.lumtou represents the
transient response any general for-
cing function f£(t), hu:ludiug shock-~
impact loadings. Numerous simple “fast -
Pourier transform” algorithms exist 112,
13,14) which may be used to obtain the
r(u) and r(t) functions. Determination

'of the velocity response r(t) requires

only that the R{w) transform be modi-
fied by the Fourier property for time
differentiation vwhich yields

£(t) "3 / 1wR(w) el¥ (27)

The velocity response gprovides a useful
quantity for examining souad-structure
interactions.

In describing the response charac-
teristics of linear systems excited by
random dynamic loadings, such as those
encountered in random pressure fields,
it is assumed that a given random exci-
tation will have stationary and ergodic
properties, and that a Gaussian random
process will yield a Gaussian response.
The response of such systems are most
conveniently described by use of the
power spectral density function. The
power spectral density P(w) of the elas-
todynamic configuration, at any fre-
quency, is equal to the excitation
spectral density S,(w) times the square
of the absolute va%ue of the transmis-
sibility function H(w), at that fre-
quency, and is given by

Plw) = |(uwi]2s () (28)
Integrating nver the frequency range of

interest yields the mean square dis-
placement response of the structure as

w2
() =/ P(w) du (29)
l.u
where w wy represent the band-

width 1 m:.ts of the system, In a man-
ner similar to that used in the impact

e
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) msan square velo-
city response (i(t) may also be
cbtained.

INTERNAL EBLEMENT LOADE AND

OOI!SSPOIDIIG STPESSES . .

From the coupled frequency re
sponse R({w) and transmissibility func-
tions H(w),.it is possible to ealcuhu
cpcctrun of internal loads vie) ’
stresses, within the
sttnctural elemunts of the complex
vibratory configuration by multiplying
the static stlffnus cosfficient matrix
§j4y of an individual element by its
respective nodal response spectrums.

As an example consider the case of
a prismatic member elexent with six de-
grees of freedom at-each end (three
translation and three rotation) whereby
the resulting static stiffness coeffi-
cient matrix is a twelve by twelve
array of constant coefficients. The
relationship for the internal load
spectrum is therefore given by

Vi) = 1555) -(Rj(@}  (30)

Since the Rj(w) is known from the solu-
tion of the elastodynamic equation, one
may uvbtain Vj(w) from Eq. (30). Simi-
larly, by applying finite element tech-
niques [15,16], one can obtain static
stiffness coefficient matrices for
plate elements and hence derive corre-
sponding load-response spectral rela-
tionships for plate elements.

Trans forming the load speccrums
from inertial to local coordinates in
the direction of the principal axes of
the element, separates the loads into
components which are parallel to the
principal planes. 1In the case of a
prismatic member element the trans-
formed load spectrums represent the
frequency dependent bending moments,
shear forces, axial force and torque
arising froimn the normal and shear
stresses acting on plane cross-sections
at the ends of the element. A treac-
ment of the problem can therefore be
given in terms of the stress resultants
acting on each cross-section of the ele-
ment rather than on unit stresses. A
final transformation of the loads from
the frequency domain to the time domain,
via the numerical "fast Fcurier trans-
form" algorithm, provides the basis for
recombining the bending moments, shear-
forces, axial force and torque to
obtain the time dependent normal sires-
ses and shear stresses acting on the
cross-sections of the elements.
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For the case of steady state exci-
tations the maximum stresses cbtained
from the normal and shear stresses, may

pradict possible fatigue failure or
dmmage. In general, howaver, the exci-

" tations which are of primary intevest -

are those which are associated with the
random, high-frequency, loading cases.

These cases normally include pro-
blems assoclated with sonically induced
f::idgm, noise transmission and the

ction of maxixum likelihood, orx
prdnbili.ty, of first-excursion fail-
ures. An upper bound solutiou for the
probability of a first-excursion fail-
ure can be obtained, by use of the
gsneralized Chebyshev huquli.ty, if
the mean square valuss of ths time
dependent stresses or loads are kuovn -
{17]. Ewmployl.ig a procedure similar to
that used in determining the internal
element loads for the steady-state case,
and recalling the assumption that ran-
dom excltations have stationary and
ergodic properties, results in a set of
spectral load, or stress, distribution
functions which may be integrated over
freg :ency range of interest to obtain
the 3esired values Of mean square loads
or stresses, These values may then be
compared vo known failure criteria.

Another technique which was
developed during recent years, and
which provides a simple means for
understanding and estimating signifi-
cant properties of multimodal vibratory
systems of the above nature, is the
statistical energy analysis method [18,
19]. Bacically, the methoZ uses modal
rasponse ¢nd total averzge response
properties to show that under certain
conditions the steady-state mode to
mode power flow is proportional to the
difference ketween the time-average
kinetic energies of the two modes. A
primary reason for developing the sta-
tistical energy analysis method was
that the use of classical methods, such
as the modal method, for determining
response of structures to broadband
(high-frequency) excitation normally
requires large amounts of computation
due to the large number of modes that
affect the total response in the band
of interest. In addition, accurate
determination of the shapes of the
highar modes also presents ‘lifficulties
along with other assorted problems,
such as the inclusion of coupled wave
and arbitrary shaped rigid body
effects, Many of these problems have
been minimized, or eliminated, by use
of the elastodynamic statistical loads
analysis technique.
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-  CONCLUSION form of the elastodynamic matrices mini-
1 H mizes the storage and i1l conditioning
r To summarize, the hybrid elasto- " problem of large order, sparse matrices

2 dynamic formulation provides a consis-
tent and effective tachnique for
determining reactive loads and element

_ stresses, as well as the steady state,

- tramsient, and probabilistic response -
characteristics, of complex structural

normally assoclated with such systems,
Furthermore, the responss to a general
class of excitations has been greatly .
s’mplified by operating in the frequency
domain and employing numsrical fast
Pourier transform techniques.

§
"

i)

configurations wita general con-
straints, Symmstry and the partitioned
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NASTRAN OVERVIEW: DEVELOPMENT,

DYNAMICS APPLICATION, MATZTENANCE, ACCEPTANCE

- J. Philip Raney, Head, NASTRAN Systew; Management Office and
Deene J. Weidman, Aerospace Engineer
NASA Laogley Resesrch Center
Hamptor:, Virginia

(U) The historical development of the NASTRAN system for structural
analysis is briefly revieved and NASTRAN's present capabilities for
dynamic analysis are presented. Specific applications ¢f NASTRAN to- -
rvibrations and dypamic response phenomene &re illustrated, using
typical engineering problems which were among those presented at the
first NASTRPAN Users' Colloquium, Langley Research Center, Septesmber
13-15, 1971. Finally, plans for the centralized maintenance and
future development of NASTRAN ure summarized. Emphasis is placed on
NASA's intention to maintain XASTRAN as a valuable national capebility.

INTRODUCTION

NASTRAN (NASA STRUCTURAL ANALYSIS) was
developed by NASA to provide the ci_. bility for
integrated analyses of complex aeruspace struc-
tures. Until the NASTRAN concept emerged there
wvas a proliferation of limited- ..urpose, often
proprietary, structural analys: programs.
Usually these programs were not user oriented,
were operational on only one type of couputer,
or were otherwise accessible to NASA only at
high cost or unusual inconvenience or both.
RASTRAN was designed to provide NASA with a
complete, essentially machine-independent
faciiity for detailed structural analysis
encompas:ing statics, buckling, vibration,
transient dynamics, and rancom response.

The purpose of this paper is to briefly
review the development of NASTRAN, to highlight
applications of NASTRAN in the area of vibra-
tion and dynamics, to discuss requiremente and
plans for maintenance and future development,
and to summarize user acceptance of the NASTRAN
system.

NASTRAN DEVELOPMENT®

NASTRAN was first conceived in 1965 when
& committee of NASA specialists surveyed the
existing structural computer programs in the
aerospace industry. No reasonable overlay of
existing programs met all of the NASA requirc-

*Most of the material presented in this section
was borrowed from references 1 and 2 which
should be consulted by the reader who desires
more detail than given here.

1-7327

Preceding page blank
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ments 80 the comnittee recommended the develop-
went of a new state-of-the-art, applications
program for integrated structural analysis of
complex aerospace structures, After some pre-
liminary analysis and technical evaluation,
development of NASTRAN was bagun in July 1966
by an industry team consisting of Computer
Sciences Corp., the Baltimore Division of
Martin-Marietta, The MicNeal-Schwendler Corp.
and, later, Bell Aerosystems Company,all under
the direction of the Goddard Space Flight -
Center.

A preliminary version of the statics por-
tion of the program was delivered to NASA
Certers in 1968 and delivery and installation
of the complete system began in 196Q. Release
to industry came in November 1370.

Design Objectives

Since NASTRAN was intended for general use
it had to satisfy a wide spectrum of require-
ments., In order to compete with other programs,
it had to be efficient, versatile, and convenlent
to use. It had to be standardized to permit
interchunge of input and output among different
users and structured to permit future modifica-
tion and extension to new problem areas and to
new computer configurations without msjor
redevelopment. Specifically, NASTRAN was
desired to be machine-independent for the
user. Problem size was to be independent of
machine size and a wide range or user-
oriented fcatures were required including
plotting capability and well-organized
documentation,
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design features of greatest interest to the ‘

vgbnticm and dynemics apalyst.

System Capability

types of counstruction are treated by cosbinations
of these elements and by the use of so-called
general elements. Control systems, aerodynamic
transfer functions, and other nomstructizral
features can be incorporated into the structural
p:mblﬂ.

The range of analysis types in the program
includes: static response to corcentrated and
distributed loads, to thermal expa: 3ion and to
enforced deformation; dynamic respunse to tran-
sient loads, to steady-state sirusoidal ioaeds,
and to random excitation; determinution of’ reel
and complex eigenvalues for use in vibration
amalysis, dynamic stability analysis, and elastic
stability analysis. The system includes a
limited capability Zor the solution of nonlinear
problems, including piecewise linear analysis of
nonlinear static response and transient analysis
of nonlinear dynamic response.

Rigld Formats: Twelve prepackaged programs
called rigid formats are presently available in
NASTRAR and provide the desired capacity for
integrated analysis; that is, the capability to
compute the response of the same finite element
model to every type of static and dynamic load-
ing conditions. The rigid formats include the
following capability:

A. Static Analysis
1. Basic static analysis
2. Static snalysis with inertia relief
3. Static analysis with differential
stiffness
4, Piecewise linear anulysis

B. Elastic Stability Analysis
5. Buckling

C. Dynamic Analysis

6. Normal modes analysis

T. Direct complex eigenvalue analysis

8. Direct frequency and random
response aixslysis

9. Direct transient response analysis

10. Modal complex eigenvalue analysis

11, Modad frequency and random response
analysis

12. Modal tronsient response analysls
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needad to salve the mathematical formulation
of his particular case. He arranges for the
forms of his irput and cutput and makes provi-

IMAP peed not necessarily pertain to structures;
can treat provlems in any discipline so loag
matrix formulation is esployed. The other
principle option in using IMAP is the instance
of a user being essentially satisfied with a
rigid format but wvarting to modify or augment
its operation. It is possible to make a IMAP
alteration to & given rigid format. -

g

Finite Flements: The structure to be
analyzed is represented using elastic finite
elements available in NASTRAN. At the present
time the following elements are available:

One-dimensional
rod, tube, bar

Two-dimensional

shear panel, twist panel, membrane,
nonhomogeneons plate, homogeneous plate,
sandwich plate

Three-dimensional
conical shell, toroidal shell, solid of
revolution

General
gencral element, direct matrix input

Scalar
spring, mass, damper, nonlinear

The material properties associated with
the above-listed elements are given in Table 1.

Eigenvalue and Dynamics Protlems: Since
NASTRAN is designed primarily for solving
large~order matrices, several different situa-
tions in eigenvalue analysis arise in which the
analyst wishes to obtain one or more of the
following:

E.‘l) A few roots of a large-order matrix
2) A1l the roots of a large-order matrix
(3) A few roots of a complex matrix

Procedures are included in NASTRAN for the
preceding information to be obtained in solving
buckling and vibration probclems.

Various techniques are used to obtain
eigenvalues. Root tracking techniques are used
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called the inverse
power method vith shifts. One advantage of thi
method is that & root can be cbtained with high
accuracy regardless of its order of appearance
in frequency. It is well suited for the deter-
mination of bifurcatior. buckling loads and
modes.

To obtain a large mumber i roots, a rots-
tional method called the Ci..ns/7-K method is
available wvherein all roots are ot JAned simule
taneocusly: The Givens method is used to tri.
diagonalise real matrices only. &nd the Q-R
method is used to extract the el-euvectors.

The methods of eigenvalue solution and
type of output are listed in table 2.

There are several options available to the
analyst when solving dynamics problems. Because
dynamics problems usually require longer running
times on the compvter thar statics problems the
analyst will quite often want to reduce the
nmuber of degrees of freedom of his problem from
that which was formulated for a statics solution.

equations can proceed by the Lagrangian modal
approach if a sufficient mmber of modes were
previously otained from eigenvalue analysis,
crdirectintegrationmbemﬂedoutming
finite differences in time.

There are essentially four different types of
dynaxics problems that can be solved - transient
response, frequency response, raniom response,
and elastic structure-control system stability.
t2ble 3 outlines NASTRAN structural dynamics
problem analysie, it gives the NASTRAN options
for solutions of dynemics problems, lists the
basic types of dynamics problems and shows
typical applications in each problem ares
together with list of inputs and the outputs
available from the NASTRAN program,

Flotting: The NASTRAN program makes use of
a broad variety of plotting capability on various
types of plotters. The equipment for which ’
NASTRAN was designed to interface are those
routinely employed by the NASA Centers. Three
types of plotters are included: table, micro-
film, and incremental plotters. There 1s also
a software package included in NASTRAN called

TABLE 2,~ Eigenvalue Analysis

Root Tracking

Determinant method

Inverse power with shifts method

Rotational

Givens/Q-R method

Qutput Obtainable from Eigenvalue Analysis

Model plots

Modal frequencies

Generalized mass

Mode shape normalization
Generalized maes
Maximum deflection
Arbitrary component

[
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Option to reduce degrees of freelom .

Option to augment vith attached syetems
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Option to specify damping
Option for modal method or direct iategration
Tesic Types of Transient Response Frequency Response Random Response Stability
Dynemics Problems v .
: ~ DYRAMIC 1OAD - SINUSOIDAL LOAD AUTO-SPECTRUM OF | CONTROL SYSTEM
Crid point force ampli- Amplitude GRID FOINT LOAD | Sensors — |
Grid point force phase Frequency range |~ LE ditioners
Tme delay TRANSYER FUNCTION | STRUCTURAL
Initial conditions TRARSFER FUNC-
Integration time step —— TION .
Typical Application Wonlinear scalar DYRAMIC IOAD
- " Grid point
Type of input force ampli-
tude -
Grid point
force phasey
Time delay
Initial con-
— ditions
- Integration .
time steps
- Nonlinear -
scalar
Grid point displace- bisplacement., Frequency range | Grid point dis«
ment, velocities, velocity, Auto-spectrum placements,
accelerations acceleration, Auto correla- velocities,
Grid point applied loads force, stress %don accelerations
OMSERERATEEIRRIE Element forces, stresses| Transfer function Curve plot Grid point
Deformation plot General frequency applied loads
Curve plot response Element forces,
Curve plot stresses
Deformation
plot
Curve plot

the General-Purpose Plotter, which has reduced
the commands to generic types. It needs only
a small additional plotter-dependent translatus
of these generic commands to make 1t applicable
to a plotter of any manufacture.

T™wo broad types of plots can be obtained -
structure and curve plots.

Structure plotting: The pictorial repre-
gentation of the structural analytical model
cen involve as large or as small a portion of
the specimen as the asnalyst decides. He may
call for any of orthographic, perspective, or
stereoscopic projections. The orientation
from which the essentials can best be viewed
are selected and then automatically calculated.
With deformed structures the scaling of the
grid point displacements, which are ordinarily

in mils, 18 adjusted to give a size that will
make the behavior quite evident.

Curve plotting:

Instead of lookirng at

total deformation of the structure, it may be
more meaningful to explore time histories or

frequency histories of element behavior and/or
grid point behavior, such as stress, velocity,

or autocorrelaticn.

Coordinete lines can be

arranged in almost any manner with regard to
position, graduations, and labels.

More than one curve can be drawn on a
given plot, and more than one plot can appear

on a page.

Documentstion:

During the development of

NASTRAN a deliberate attempt was made to assure
that the program is well documented. As a
vesult the documentation that is provided should
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It is the purpose of this portion of the
paper to introduce the potential user, particu-
larly the dynamicist, to the capabilities of
the NASTRAK systea for dynamic analysis. The
-compendium of papers from the first NASTRAN
Users' Colloquium (ref. 7) includes a typical
subset of recent applications to dynamics prob-
lems. To this end the six +ypical applications
which follow have been selected. All but the
wave propagaticn problem are discussed in com-
plete papers included in reference 7. The
KASTRAN results for the wave prn.agation problem
were computed by the authors to supplement data
presented in reference 8. For curvenience of
the reader vho may wish to refer to the original
papers, physical units have been left ar pre-

.-gented in references 7 and 8.

Wave Propagation

A schematic representation of the test

apperatus is shown in figure 1. A clamped-

clamped beam was loaded by the impulsive impact
of 1/4 in. steel ball at its center. The actual
displacerents were measured by holographic means
as described in Appendix D of reference 8.

From a set of impact holograms, an experimental
history of displacement was developed.

Essentially a "traveling wave" type of
displacement, pattern is evident, with an ampli-
tude variation due to the tire dependence of the
actual loading. In figure 2, the transverse
deflection shspes of the beamat t= 51 usec are
shown. The time vsriation of the loadingwas
assumed to be sinusoidal with a hslf-pericd of
30 usec and ar impulse of 2.92 % 10~ 1b-sec. The
displacement results were computed using both
NASTRAN and a Drexel University developed com-
puter code based on the method of characteris-
tics called MCDIT 21, The NASTRAN results are
nearly coincident with those produced by the
method-of-characteristics approach with only

-8light differences near thewave front. Near the

wave front the differences may be attributed to the
fact that MDCIT 21 employs Timoshenko beam theory,
whereas the NASTRAN mode] included transverse shear
effects but neglected rotatory inertim. NASTRAN
was found to be competitive with the spceial
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Figure 1.~ Schematic of apparatus for transverse
wave experiment

O~ Experimental Results
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Figure 2.~ I~am response at t = 5.1 X 10-5 sec
due to impact of 1/li-in. steel ball,
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mmmm-wumm, in
addition, the versatile plotting capability of
FASTRAN allowed rapid interpretation of the
results. ss

Space Bhuttle Booster Amalysis

The space shuttle structure has beun
analysged vith NASTRAN through a series of

- éhanges in design and configuration. As the

structure became better defined, more refined
analytical models were developed and amalysed,
thus alloving analytical results to keep pace
vith design alterations.

A typical spsce-shuttle, booster-vehicle
design is shown in figure 3. Thiz configuration
bhas a large vertical tail and a velatively small
tapered wing near the rear gquarter-point of the
fuselage. This structural design was idealized
originally with beam elements, and eventually as
8 beam fuselage with plate-type aerodynaaic
surfaces, as.shown in figure 4 which shows &
wing-torsional mode shape, as vell ag showing a
motion similar to the first bending mode of the
horizontal tail. Note the rigid element defini-
tion or the orbiter and the flexible beam defini-
tion of the booster fuselage. From these results,
an adverse coupling effect was found to exist.

To evaluate the effectiveness of the fuselage

structural redesign initiated to reduce this

coupling, a detailed structural model of the
booster fuselage was developed for the next con-
figuration, a delta wing version as shown in

mmqummnnltomt

figure 5 for the simpler model. Additional
information on these structures can be found in
reference Ta.

Acoustic Analysis of the Pressures in a
Rocket Motor Cavity’

This application-illustrates the use of
HASTRAN for a nonstructural (acoustic) problem
with & minimm of additiona) enalysis-{sce
ref. Tb for the vheoretical derivation).

In solid fuel rockets an interior cavity is
usually provided to allow the necessary optimum
gurface area of ccabustible material. In fact,

a rather elaborate art of cavity and slot shap-
ing has developed. Of important concern is the
possibility of having pressure "instabilities”

or pulses that will seriously affect the engine's
operation. A typical example of a relatively
gimple slotting arrangement for the Minuteman II

Robroduc;d from
best available copy

Figure 2,- Straight wing configuration.
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Figure 4, Wing-torsion vibration mode shape for configuratiop of figure 3.

Figure 5.~ Delta wing configuration.
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Figure 6.~ Detailed dynamic model for delta wing version of figure 5.

missile 18 shown in figure 7. This figure shows
a finite element model of the interior of the
propellant cavity, which has a central cylin-
drical cavity. Four slots of constant width
(shown shaded in the figure with conically
flared cavities near the aft end)are spaced at
90° intervals around the central cavity.
Another exeumple of a more involved slotting
geometry 1s show= in figure 8 for s Pogeidon
rocket motor witu 12 slots spaced around

& central cavity. The important fact to

note 1s the large number of slots in this
cavity, as well as the usual nonaxisymmetric
character of these cavities. After a review of
the basic equations for internal fluid flow,

it was observed that they are similar to the
equations for structural analysis, with the
displacement and internal forces considered to
be pressures and fluid accelerations,respec~
tively. Thus, when the mode shapes and fre-
quencics of these cavities are calculated, the
mode shape becomes the pressure distribution

in the cavity at that r' ;onant frequency. The
natural frequencies of the Poseidon rocket
cavity as well as the pregsure distributions or
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"mode shapes” in the cavities at these fre-
quencies are shown in table 4. The first six
modes for each of the lowest two harmonics of
the pressure distribution in the cavity have
been calculated and compared with the experi-
mental modes. Vibration modes are determined
for two distinct times; one is the original
rocket cavity before burn, and thc other
corresponds to 3 inches of propellant

burned off of every exposed surface. The agree-
ment in frequency between the NASTRAN results
and the experimental values is very good, and
NASTRAN further provides an insight into the
character of the pressure distribution or mode
shape assoclated with each natural frequency
that was not observed experimentally.

Dynamic Analysis of an Electronic Assembly

The SKYLABworkshop structure includes an
Experimental Support System (ESS) which contains
several articles of electronic gear (sce fig. 9
included from ref. 7c). This equipment must with-
stand amultitude of applied l1oads and accelera-
tions. Therefore, the dynamic behavior of these

g s e
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Figure 7.- NASTRAN model of propellant cavity of slotted segment of Minuteman 11,
Stage ITI, solid rocket motor.

electronic assemblies should be analyzed. A
typical finite element model of one of the com-
ponent parts ig shown in figure 10. This

structure is the primary power supply unit which

is lccated in the lower left-hand corner of
figure 9. 1In figure 10, the model consists of
156 plate elements that are numbered on this
plot by the NASTRAN system. The dynanic
responge of the power supply was determined
using a reduced number (39) of degrees of
translational freedom as indicated by the

15 triangular symbols. Structure plots such
as shown in figure 10 are very useful in
verification of input data accuracy.

Using the structural model of the primary
power supply as a typical example, the natural
mode shapes for three typical modes are shown
in figure 11. The mode shapes plotted by
NASTRAN show the deformed mode shape super-
imposed on the undeformed shape for comparison.
These plota can be used to ¢* "k for mode
shapes with large distortion for this asseu..
The mode shapes were used to determine (by a
modal method) a typical acceleration Power
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Table 4.- Natural Frequencies of the Propellant
Cavity for the Second Stage Poseldon Mator Cavity

Frequency (lertz)

0 Eurn 3 in. Burn
Harmonic - Experid = . Experi-
(n) Mode| RASTRAN| o 1 ) NAST il
0 1] 3084 398 724.,0 %22
2| 645.0 645 G8.3 689
31 962.0 962 111039.2 | 1051
b {1422,0 | 1422 |114%0.8 | 1hos
5 [1769.0 | 1728 ]118%0.9 | 183%
6 12010.8 | 2130 [l1gok.u
1 1] 83%.a 757.8
2 [1313.4 | 1216 || 8%33.9 | 868
3 [1659.1 | 1620 [|1344,0 | 1349
4 11832.8 | 1798 ll1558.2 | 1952
5 |2105.7 1812.5
L 6 [2236.8 2130.1 | 2094

o—
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Figure 8.- NASTRAN model of propellant cavity of slotted eegment of séeond stage
Poseidon solid rocket motor.

Spectral Density (PSD) for a specific loading as
shown in figure 12. From data of this type

the response characteristics of all electronic
packages can be determined and reviewed for
possible undesirable dynamic response behavior.

Random Loading of Shells

The NASTRAN model of the structure analyzed
in this example is shown in figure 13; this
typical aerospace vehicle-type structure consists
of a ring- and stringer-:‘'iffened cylindrical
shell with simply supported boundaries. Six
degrees of freedom are associated with each
interior grid point and three degrees of freedom
with grid points which lie on the boundary,
resulting in a total of 360 degrees of freedom.

Due to tenfold symmetry of thc structure
and its deflections under loading, only the
location of grid points 2, 3, and 4 (see
fig. 13) are needed to completely detine the
deflected mode shape of the structure at any
gpecific time. The distributed random loading
applied in this example was a simulated complex
turbulent boundary ldyer pressure field nnd is
fally discussed in reference Td.
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The natural mode shapes and frequencies tor
this structure were computed and are listed in
table 5. Due to structural symmetry, only 7 dis-
tinct modes. are present in the 12 that were
found in the prescribed frequency range {100 to
300 Hz). Applying the desired random loadings,
the power spectra)l density of the radial dis-
placements were computed and are shown in fig-
ure 14, The peaks in these PSD's are all
directly traceable to natural frequencics of the
structure. Note the absence of the m =2
modes (a3 shown in table 5) from the PSD of grid
point 4. These modes have nodal iines that pass
directly through this pcint cxactly at the
center of the shell and do not affect its
response. The results of this analysis indicate
the general applicability to dynamic response
problems involving random loads.

Coupled Fluid-Structure Dynamical Modeling

An ingenious application teaireraft hy.. ~uiie
systemmodeling has been demonstrated by Langley
Research eenter personnel. A NASTRANmodel of a por-
Lion of the F-14 hydraulic syctem (see fig. 15)
was analy: 1. The erlastic properties of the
piping wall were of major Interest nnd could
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Figure 9. ESS side rails, enclosure, and electronic assemblies.
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Figure 10.- Power supply finite element model with dynamic coordinates.
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Table S5.- Modal Frequencies of Stiffened Simply

3353 m

—1

Figure 13.- Shell model for random loading analysis.

Supported Cylindrical shell.

n m Frequencies
Y 1 154.4, 1544 He
5 1 149.8, 149.8 Hz
5 11 | 170.2 Hz -

b 1 | 187.5, 187.5 Hz
N 2 | 258.4, 258.4 He
611 - -

5| 2 | 259.2 Hz ~
312 - =

6 ]2 = =

1 | 1 | 280.4, 280.4 Hz
n number of circumferential waves

n

number of axial half wuves
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not be neglected. The section of pipe shown at
the top of figure 15 1s idealized,as shown at
the bottom of the figure, with the pipe itself
defined as bar elements with bending stiffness
and the fluid defined as a bar element with
cero bending stiffness but possessing both a
bulk modulus and & flvid density. Grid points
1-5 are references for the pipe elements and
grid points 6-10 are references for the fluid
elements. Constraint equations are written
between corresponding grid points to keep the
fluld constrained within the pipe, but allowing
relative axinl motion between the two. With
this approach hydraulic systems can be analyzed
as gimple structures for a widé variety of
annalyses; that is, static load cases, normal
mode cases, frequency response cases, etc.

As an example of this general appiicability,
the standpipe structure shown in figure 16

was analyzed under a sinusoidally varying
pressure pulse with a frequency of 485 Hz
eppiled to the lef't-most end of the struc-
ture. The vertical standpipe shown has a
natural frequency nesr 485 Hz, and the lateral
dispiacement of the pipeline (as shown in

figs 16) is seen to be much larger for the
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Figure 14.- Shell model displacement spectral density.
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Two grid points
at each location

Figure 15.- NASTRAN model of fluid in a
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straight pipe.
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Figure 16.- Lateral response of

horizontal members than for the standpipe. This
fact indicates a significant coupling of pipe-
line wall deformation and the fluid motion.
This coupling between pipeline wall deformation

standpipe stiucture.

Table 6.- Comparison of Pressure Ratics Pre-

dicted by NASTRAN to Those Predicted by
™ .-t Theory for a Standpipe.

and the fluld motion is of great concern in

such problems.

Table 6 shows the pressure ratios deter-

mined by both NASTRAN and an exact analysis for
a variety of forcing frequencies. The grid
points 1-4 referred to by pressures p, - Py, are
the numbers shown on figure 16. The results are
in excellent agreement for all foreing frequen~
cies. More involved examples of this type of
analysis are presented in reference Te.

Summary
The usefulness of NASTRAN as a couprehen-

f,Hz P/ ps/py p,/;y
NASTRAN| Exact | NASTRAN| Exact | NASTRAN] Exact
375 | -0.26 {-0.26] -0.33 |-0.38] -¢.76 {-0.76
oo | -.21 | -.21f -.32 | -.32) -.77 | -.76
501 -1 | - =281 -a8] -9 | -.89
85| o 0 0 0 -1.16 |-1.16
500 Q7T 071 WA | 14 -1.39 [-1.38
550 1 1.28 | 1.27y 3.35 | 3.39] =-6.03 |-6.04

sive system for dynamic analysis has been
illustrated by the six examples discussed above.
Additional applications of NASTRAN for dynamie
analysis may be found in reference Te

NASTRAN MAINTENANCE AND FUTURE DEVELOPMENT

The requirement for centralized management
of NASTRAN is dictated by its range of coamdlex
system software features and extensive capabil-
ities. Maintaining NASTRAN together with its
comprehensive user-oriented documentation as
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a state-of'-the-art system for structural analysis
is a formidable task. Error correction, addition
of new capability, enhancements for efficiency,
and the documentation changes that are required
as a result of these activities would impose an
unbearable burden on NASTRAN's family of users
and, eventually, would result in the 4isappearance
of a truly standard NASTRAN system. NASTRAN
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consists of over 191 .000 Fortran statements
which translate irio over 1,000,000 machine
langusge statemeuis: It is currently
operational on the TIW 360, CDC 6000 series,
and the UBIVAC 1108 macidne. Perhaps the most
unique feature of NASTRAM is its executive
system for data scheduling and overall systems
control. Brizfly, EASTRAN is as large and
complex « in a computer softvare sense - as the
operating systems for the three machines vith
vhich it interfaces. It ie in fact, a facility
with complete documentation which presently is
in operation throughout the United States at
over 70 different sachine installations, with
an estimated family of users numbering over
1,000 persons. The communal aspects of NASTRAN
are ocbviously far-reaching.

The management of NASTRAN is the responsibi.
1lity of the NASTRAN Systems Management Office
(RS)) located in the Structures Division at the
Langley Research Center. The functions of this
office span the spectrum of NASTRAR activities
from maintenance to research and development.

Specifically, these functions include:

Centralized Program Development
(Advisory Committee)

Coordinating User Experiences
(RASTAN Newsletter)

System M:intenance
(Error Correction and Essential
Improvements)

Development and Addition of Kew
Capability

NASTRAN-Focused Research and
Development

Significant Milestones
October 1970 - September 1971,

When HSMO was established at Langley in
October 1970 there existed a dire need for
maintenance of the NASTRAN system. With the
ccoperation of Goddard Space Flight Center, an
interim maintenance contract was negotlated
with Computer Geiences Corporation through a
contract in effect at GSFC. This contract pro-
vided for the essential function of error
correction until a contract for full-time main-
tenance could be negotiated through an open
competition. The interim maintenance activity
was restricted to the correction of over 75
errors reported to NSMO, together with all
associated documented changes. New thermal
bending and hydro-elastic elements previously
developed by the MacNeal-Schwendler Corporstion
under contract to GSFC were also installed.
Levels 13 and 14 were created for Govermnent
testing and evaluation. The next version of
NASTRAN to be released to the public through
Computer Software Management Information Center
(cosMIC), Barrow Hall, University of Georgia,
Athens 30601, will be built upon the results
of this interim meintenance activity and will
be designated Level 15.
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In June 1971, a contract for full-time
mintenance of NASTRAN vas swarded to the Maclieal-
Schwendler Corporation. An offsite office neer
the Langley Research Center has been opened by
MacNeal-Schwendler, and work on many items of
mintenance and developaent has commenced.

In addition to the maintenance contract; a
contract for the development of new elements
and a thermal amalyzer cspability has been
swarded to the Bell Aerogpace Company.

Additional milestone accomplisiments include
the Pirst NASA NASTRAN Users' Colloquium at the
Langley Research Center, September 13-15, 1971,
and publishing in August of the first izsue of
the NASTRAN Newsletter - a frequent publication
of interest to the family of NASTRAN user:.

Maintenance

Maintenance is defined herein to include
error correction in both the NASTRAN code and
documentation, support of all utility routines
such as the linktage editor and conversion
rcutines, and enhancements to the NASTRAN
executive and matrix routines wvhich will result
in increased speed, efficiency, and convenience
of operation. Maintenance is a systems activity

rather than a new capability or element-oriented
activity.

Utility Houtines: Routines for creating new
levels of NASTRAK as well as routines for con-
verting, NASTRAN from the CIC 6000 series (parent
machiie) to versions that will run cn the
IBM 360 and UNIVAC 1108 must be corstantly
updated as new or mudified compilers and operate
ing systems become available for any of the three
NASTRAR machines. Automatic update routines are
required to implement a patch to a given level.
For example, a petch is presently available from
COSMIC to update Level 12.0 to 12.1. The update
routines are required to enable NASTRAN-type pro-
gramers to incorporate ervor corrections, supplied
by the maintenance contractor, ina timely fushion.

Frror Correction: Error correction is
perhaps the single most important maintenance
activity. Errors in elther the code or the
manuals for the standard level of NASTRAN are
reported to NSMO, together with card decks and
annotated output for evaluation and priority
assignment. The maintenance contractor then
diagnoses, 1solates, and corrects the error and
further validates the fix with appropriate
demonstration runs. When fully corrected and
validated, the correction card deck, together
with card decks for otuer corrected errors, is
made available by NSMO as u patch to the current
level of NASTRAN. By faithfully reporting
known and suspected errors, each member of the
NASTRAN famlly of users bene®its both himself
and potentially many others. A constantly
updated computerized data bank of all known
NASTRAN bugs will be established, for NOMO,
by the naintenance contractor. A sort may be
performed at any time by rigid format, module,
or some other significant system parameter to




determine the status of a previcusly reported
brg or to determine the nmature of any uncorrected
error in a routine of interest. This coordi-
nated, mutuslly benuficial, centrsliszed errar
correction activity should result in a rela-
tively trouble-free operation for NASTRAN users.

Echancements for Efficiency: Several systems
modifications to obtain greater operaticmal .
speed and efficiency are presently in progress.
‘These enhancements include:

Substructuring capability to a2llcw the
solution of larger problems than is .
presently pwactical.
Improved multiply/add (MPYAD) routines
to reduce running time
User-specified single precisian for the
CDC machine.
Much faster general inpui/output (GINO)
routines.
" More efficient matrix packing routim .

It isanticipated that these and other system
improvements will decrease average run times for
the next public release of NASTRAN (Level 15) by
as much as a factor of three in some analyses.

Element: A user-oriented dummy element
capability is under development by the mainte-
nance contractor. This important convenience
will allow the incorporation of the mass,
damping, and stiffness matrices for a new
element for test, evaluation, and use in the
NASTRAN environment.

NASTRAN Users' Newsletter: An important
agpect of NASTRAN maintenance is timely communi-
cation with NASTRAN users concerning important
developments and system improvements. The
NASTRAN Users' Newsletter is designed to satisfy
this requirement. Issued as often as necessary,
it will contain a statement from NSMO, signifi-
cant user notes, news of recently reported bugs,
informaiion on the next level to be released,
and unique applications of NASTRAN.

Development of New Capabl)ity

Significant new capability is under devel-
opment for NASTRAN in addition to the system-
oriented activities nf the maintenance con-
tractor. The contract with Bell Aerospace
previously mentioned provides for the develop-
ment of several new elements and a comprehen-
sive capability for chermal analysis. The
evaluation and selection of new capability for
NASTRAN requires the cooperation of NASA
Centers, other Government agencies, and industry.
For example, the system modifications, new
elements, and thermal analyzer capability were
selected from a prioritized compilation of
items supplied by all of the NASA Centers.
Preference has been given to the highest
priority items, although some deviation is
necessi tated to achieve the greatest capability
within a given cost constraint., The following
list of new element capability is under develop-
ment with public release planned for early 1973:
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Nonprismatic Beam Elexmnt
and Trapezcidal Cross-Section
Rings vith Nonaxisymmetric Deforsation
General Element Defined by Stiffness Matrix
Mul tilayered Triangular and derihtml
7late Elsments
Triangular and Quadrilateral Shell Elements
Rigid Body Element

Higher Orcer Shell of Revolution kFlement
for Nonaxisysmetric Deformation

Higher Order Triangular and Quadrilateral
Plate Elements

Isoparasmsetric Solid Elesents -

In addition, & comprehensive heat-transfer
capability is also planned to include the effects
of both steady-state and transic-t conducttom,
convection, and radiation. Automatic conversion
of the temperature history to displacement and
stress history will be provideg.

No attempt has been made to include with
the new capabiiity discussed above mmerous
other activities at other NWASA Centefs or
withir industry itself. Various nonstandard
experimental or parochial versions of NASTRAN
exist. When new capability vested in an

experimental NASTRAN environment is found
tu be & valuable addition to the standard
level of RASTRAN, it will be incorporated by
NMO.

Future Levels of NASTRAN

New levels of NASTRAN will be released when
the number of error correction patches, system
1mprovements, and nev elements becomes excessive
a.d dictates the generation of a complete
new level. Ease and simplicity of bookkeeping
and local management are prize drives ip this
situation. Although no firm commitment is
possible, it is anticipated that future releases
of NASTRAN will occur and will include new
capability scmewhat as follows:

1972 - Level 15
Error Corrections
Substructuring
Enhancements for Efficiency:

GINO

MPYAD

Single Optional Precision
(Limited)

Matrix Packing

Dunmy Eler.ent
Thermal Analyzer
(Steudy-State Conduction)
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1973 =« level i6
Error Corrections
Complete Singl-» Precision
Nev Kleaents Developed by Bell
Complete Thermal Amalyzer

later levels vill include sdditions to the

comprehensive element capability and further
evhencements for greater efficiency.

- The RASTRAN Systems Management Cffice has
attempted during the first year of operation
to identify and classify the NMASTRAN family of
users. The sources of information include
direct comsunications with users, the list of
deliveries made by COSMIC, response to a
questionnaire included in the first NASTRAN
Newsletter dated August 20, 1971, and the -
MASTRAN Uszers' us held at the Langley
Research Center September 13-15, 1971.

The SASTRAN Users' Colloquium was organized
to provide a timely irsight into the present
status and rate of acceptance of NASTRAN thr-ugh-
out the Government and industry. The compendium
of papers presented al the Colloquium and pub-
lished as NASA T™™ X-2378 gives highlights of
the experiencre of NASTRAN users at over 25
different locations in the Government and
private industry. The Colloguium was attended
by nearly 3¢9 persons including over 225
pon-NASA attendees,

A survey of the as yot aincomplete returns
from the questionnaire ir the first NASTRAN
Newsletter indicates that NASTRAN 1s currently
Installed at over 70 different locations and
that the average number of users per installa.
tion is about 13 persons. The most used rigid
formats are 1 - basic static analysis, 3 - normal
mode apalysis, 5 - buckling, and 9 - direct
transient response,in that order. These data
indicate an approximate doubling of the number
of NASTRAN installations and users duvring the
past year. The demand for NASTRAN av commer-
cial computer service bureaus and data centers
indicates an increasingly significant utiliza-
tion of NASTRAN's unique capabilities by
aerospace and domestic industries both small
and large. Cne data center already claims
a potential ¢f over 300 NASTRAN customers.

It is apparent that NASTRAN is rapidly
becoming widely accepted as a comprehensive
tool for =z structural analysis. NASA's
continued support for centralized maintenance
and further development ls an essential
ingredient in sustaining user confidence in
the NASTRAN cystem.

CONCLUDING REMARKS

A brief description of the development and
capabilities of the NASTRAN system has been
given with emphasis on application to dynamic
analysis. 3ix illustrations of recently
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conducted vibration and dymamic response compu-

tations vhich demonstrate the comprehensive -~
character of NASTRAN have been presented. The
functions of the NASTRAN Oystems Hanagement
Office (NSMO) have been‘outlined. Improvements
planned by ESMO including enhancements for ~
efficiency, several nev finite elements, and a
complete heat-transfer capebility together with
tentative schedules for the release of new
levels of NASTRAN vere discussed.

NASTRAK hes become & widely accepied
facility for structursl analysis. At present
KASTRAN is installed on over 70 computsrs
throughout the Govermment and industry and there
are over 1,000 individuals in the NASIRAN
family of users.

NASA has provided for the standardization
and centraliz 4 management of NASTRAN vy
establishing the HASTRAN Systems Management
Office in the Structures Division at the Langley
Research Center and is firmly committed to
mintairing and improving NASTRAN as a valuable
national resource.

l. R. H. MacNeal and C. W. Mccomick, "The
NASTRAN Camputer Program for Structural
Analysis,” The MacKNeal-Schwendler Corp.,
Paper No. 690612, presented at ths
National Aeronautic and Space Engineering
and Manufacturing Meeting of the Society
of Autamotive Engineers, Los Angeles,
Celir., Oct. 6-10, 1969.

2. T. G. Butler and D. Michel, "A Sumary of
the Functions and Capabilities of the KASA
Structural Analysis Computer System,™
SP-260, NASA, Washington, D.C., 1971.

3. Richard H. MacNeal, "The NASTRAN Theoretical
Manual," §P-221, NASA, washington, D.C.,
September 1970.

Lk, caleb W. McCormick, "The NASTRAN User's
Manual," SP-222, NASA, washington, D.C.,
September 1970,

5. Frank J. Douglas, "The NASTRAN Programer's
Marmal,"” SP-223, NASA, vashington, D.C.,
September 1970.

6. NASA, "NASTRAN Demonstration Froblem
Manual," SP-224, NASA, Washingtcn, D.C.,
October 1969,

7. "NASTRAN: Users' Experiences," ™ X-2378,
NASA, Washington, D.C., September 1971.
The examples used from this reference are
the following:

a. Paper 14 - "Modal Aralysis of the Mated
Space Shuttle Configuration," by
R. K. Geiseke.

be Paper 18 - "Acoustic Analysis of Solid
Rocket Motor Cavities by a Finite
Element Method," by David Herting, et al,
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¢. Paper 21 - "Structural Dynmmic Analysis
of Electronic Assemblies Using m\m
- Restart/Format Change Capability,”
Ronald P. Scheite. .

d. Paper 22 - "The Response of Sheils to
Distrituted Random Loads Using MASTRAN,"
by Gary K. Jones,

Hydrodynsmic
Regponses in Aircraft Hydraulic Jystess,”
by James Howlett.

8. D. A. Evensen and R. Apnh-nn, "Applica-
tion of Hologrephy tc Vibrations, Transient
Response, and Wave Propegation,” CR-167T1,
TRW m’ta' Group, Redondo m, C!lif.,

December 1970.
DISCUSSION ,
Mr. Stirbis Laboratories): Do you Mr, Hurchalla (Pratt and Whitney Aircraft):
have any to 2 mesh generation Can anything be done to improve the errors

scheme in NASTRAN, ane if so when?

Mr, : We have not at the present
time plans to add any automatic data
generation programs to NASTRAN, These ave
relatively easy for the individual user to develop
and tallor expressly to his own needs, We know
of several of these, The problem is getting a
large number of individuals to agree that they
all would like to have the same capability, To
the extent we can get unanimity on automatic
data generation or analysis of the output we will
try to add this to NASTRAN, But at the present
time we are in the position of looking at what
can be done and searching for the necessary
unanimity across a pretty wide range of users,

Mr, Pakstys (General Dynamics Corpor-
ation): What are your plans to get a three~
dimensional finite element capability, such as
the isoparametric hexahedron family ?

Mr, Raney: We are now adding a family of
isoparametric elements, I do not like to say
when they will be available because I know I will
be held {to it no matter how I hedge myself, We
are undertaking to add these and we hope to have
them available to us in our own version of NAS-
TRAN for checkout within about six months,

Mr, Monroe (Babcock & Wilcock Company):
What is the difference between NASTRAN and
ANSIS or ELAS? I understand they cen handle
similar problems,

Mr. Raney: That really would be the sub-
ject of one more talk, if not three. You might
be interested in getting some of the papers from
the ONR Symposium held in Urbana in September
where they held a session comparing these pro-
grams, They are somewhat different. Iam not
familiar with the ANSIS capability, ELAS is a
very nice program but it does not have the over-
all capabilities of NASTRAN,
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notification process? I think very few errors
have been sent out by COSMIC or NSMO com-
pared to the number that seem to have been
reported, I think CSC has a large number re-
ported, but in the process of disseminating
these we have nut received any notifications of
errors, Is anything being done about 1t ?

Mr, Raney: Yes, our contr:ztor is devel-

" oping a comprehensive data bace of all errors

that have been reported and their exact status,
That is, whether they have been corrected, what
level of NASTRAN they har2 been corrected in,
and the active ones, This information will be
given to COSMIC very shortly and you should
write to COSMIC to get it, COSMiC now i:as

a limited list that gives the status of all the
SPR’s, We have worked real hard on this and
we feel that it is better to have the communi-
cations suffer a little bit, but get the job done
and actually get it in so the users will get the
benefit of it, rather than to spend all of our
time writing to people, We presently spend
almost two hours a day just on the phone,

¢
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Naval Ship Research & Development Center
Bethesda, Maryland 20034

(mrormpmmreeyemmmmhmmmummw
Analysis Program, NASTRAN, to solve a wide variety of Naval -
structural analysis problems. For the past 18 months other Navy and
government organizations, utilizing NSRDC's background, have been
applying NASTRAN in their projects.

(U) This paper summarizes the experience thus accumulated, the steps
taken to acquaint the engineers in other Navy organizations with the
program, and the current activity of the NASTRAN Project at NSRDC.

INTRODUCTION

(U) During the summer of 1968 a number
of finite element programs were under devel-
opment by NSRDC and other Navy laborato-
ries for analysis of various naval structures.
It was planned to integrate these separate
capabilities into one general computer
program for analysis of a wide variety of
complex Navy structures. At about that time
we became aware of the work on NASTRAN
which, upon review of the design specifica-
tions, appeared to offer a set of capabilities
suitable for our needs. Thus, rather than
launching a parallel effort, NSRDC decidcd to
follow NASTRAN's development and to adopt
it for our own use as soon as it became
availablie.

INITIAL APPLICATIONS OF NASTRAN
AT NSRDC

(U) We began working with a pre-
release partial veision (containing only the
static nnalysis capability) of NASTRAN in
August 1968. Our initial applications of the
program were to static problems and
especially to those which had been solved
before by other means.

(U) Our initial experience with NASTRAN
was very favorable. We found that with a

Preceding page blank

judicious use of relatively simple elements
in NASTRAN, we were able to obtain very
rood correlations between the NASTRAN
results and the results by other programs
and experiments [1]. Ir addition we found
that the use of the program - both at the i
data preparation stage and at the output ;
reading stage - was made relatively easy by - ]
very good documentation of thc program and
a very simple data input format,.

(U) In the second half of 1969 the
dynamic analysis capability of NASTRAN
became available to us and we began to
evaluate it with such "textbook" problems as
a vibrating plate, a vibrating cylinder and
others. The results of a normal mode
analysis using NASTRAN for the plate and the
cylinder are compared to the results ohtained
by several other means as shown in Tables 1
and 2 (1].

(U) In December 1969 NASA released a
limited preliminary version of NASTRAN to
the Aero-Space Industry and to selected
government laboratories, including NSRDC,
with a request for an evaluation report on the
program and its documentation, noting merits,
errors, deficiencies, etc.
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TABLE 1

Natural Frequencies of Isotropic 8" Square Plate, 0.03"

. Thick With Built-In Edges

Mode Shape : Classen & )
(m,n)* Experiment Warburton Thorne  NASTRAN
-~ ——————
14,9 340 347.881

(s,1), (1,2) 698 713.8 709. 422 708.5
(2,2) 1025 1082 - 1046.02 1039
(s,1) - (1,3) 124 1278 1271. 86 1273
(3,1) +(1,3) 1254 1283 1271. 89 1279
3,2), 2,9 1578 1603 1594. 89 1583
(s,1), (1,9 2009 2043 2034.90 2044
(3,3 2102 2135 - 2007
(4,2)+ (2,9 2305 2358 2340.65 2326
(4,2) - 2,9 2320 2358 S 2337
(4,3), (3,9 2836, 2823 2876 - 2818
(5,1) + (1,5) 2943 2997 = 3013

*m,n - number of half-waves in X and Y directions, respectively.

TABLE 2

Natural Frequencies (Hz) of Simply-Supported Ring-Stiffened Cylinder -
Cylinder Dimensions (Inches): Length - 18.54; diameter - 4.082; thickness - 0, 047

14 Outside Stiffeners, Dimensions (Inches): Height - 0.1145; thickness - 0.086; spacing - 1.236

< 3
< S| B 2 2 K] §

Yy g -
3 ¥ 3 . 2 Bl 3| E
g E @ = P o “lzf | =z°
»h »8 = o , @ 2 <3 g
= el = g 3 &% 9 - E o B
28 | 33| £ | g 5| ¥ gg g §| 9§ | a2

-} 2 -

n 188 | BE| @ B B & 2 8| 22| 24
2 708 | 1 | w32 | 105 | esr 724 | 704 | 703 - 738
3 570 | 582 | 618 ! 510 | 505 616 | 586 | 564 | 601 | 547
4 903 | 947 | 938 | 958 | 1727 | 1042 | 957 | ss® | e | 7m
5 | 1430 | 1514 | 1433 | 1525 | 1123 | 1502 | 1532 | 1303 - 1182
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‘NAVY-NASTRAN PROJECT

(U) Almost simultaneously with NASA's
Tequest, the office of the Director of
Laboratory Programs of the Navy sponsored
nwnhnlgoﬁhenmlluﬁmydﬂm
for Navy usé. This led to the establishment

umummmamnc
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with NASTRAN, to share NSRDC's NASTRAN
experience with them, and to include as broad
2 base of Navy users as possible in the -

-evaluation of NASTRAN, a two-day Navy-

NASTRAN Colloquium was held at NSRDC in
Jmlm It was attended by over 100
ves from 20 Navy installations
thrwmthecmy -

(U) At the Collvquium, it became evident
that interest in NASTRAN within the Navy was

broad enough to warrant setting up some

means of information exchange on NASTRAN
throughout the Navy. As a result, the NAS-
TRAN Project at NSRDC began publication of
a quarterly newsletter in March 1970. The
Newsletter, together with the Proceedings of
the 1st Colloquium [1]and the NASTRAN

- Evaluation Report published in August 1970,

made a significant contribution to dissem-
ination of information among Navy NASTRAN
ugers,

(U) To further improve the means of
sharing NASTRAN experience among Navy
users, to coordinate future improvements to
NASTRAN as well as developments of various
input/output interfaces, and to provide and
coordinate training and consulting service for
NASTRAN users, the Navy-NASTRAN
Steering Committee was organized in
September 1970. At the time of this writing
16 Navy installations are formally repre-
sented on the Steering Committee. Among
them are nine laboratories, four shipyards,
ONR, NAVORD, and the Naval Ship
Engineering Center.

(U) In part, as a result of the NASTRAN
Project's effort to make NASTRAN and the
information on its use available to the Navy
engineers, the use of NASTRAN increased
significantly in the past year, especially
among NSRDC engineer's and also at the Naval
Underwater System Center and the Naval Air
Development Center. It has been estimated
that in FY 71 the expenditure for NASTRAN
computer runs alcne at various Navy
activities amounted to $200, 000.

(U) The 20d Navy-NASTRAN three-day
Colloquivm was b2M in Decembor 1970. As
medhﬁemdtbmcono-

"Static Structural Analysis, F-14 Horisontal
Stabilizer; " "Elasto-Plastic Analysis with
NASTRAN, " "Modzl Analysis of Deckhouse, "
and"l'rmsient Analysis: Direct vs. llocblby
NASTRAN. " Some other papers, suchas
"Data Generation for NASTRAN, ™ New
Element Definition Capability ior NASTRAN, "

. and ’Ne'mzmemfornmmm

some accomplished and some plammed
improvements to NAS‘I‘RAN

- (U} For the complete text of the papers
presented at both colloguia, the reader is
referred to the Proceedings (1, 2].

{U) Our exploratory and production use
of NASTRAN to date has enabled us to evalu-
ate many options and capabilities of the pro-
gram. Many more remain unexplored; others
need further evaluation. However, as the
number of users increases, bringing addi-
tional demands on the program, other
capabilities will be evaluated.

(U) In addition to the Mavy's use of NAS-
tran, a considerable contribution to the evalu-
ation of the program is continuously being
made by other government activitias who use
NASTRAN in cooperation with the NASTRAN
Project at NSRDC. Also, the NASTRAN
User's Colloquium, scheduled by NASA for
13-15 September 1971 and expected to have the
widest representation of users to date, should
enrich considerably the general store of
experience with NASTRAN.

SOME CURRENT WORK AT NSRDC

{U) A computer program such as NAS-
TRAN, designed primarily for large problems
and widely used, can realize considerable
cumulative savings by improving its computer
running time, however small such improve-
ment may be. NSRDC's NASTRAN Project
has made a significant contribution in this
fieid. A computer program has been devel-
oped which automaticaily performs a permu-
tation of user-assigned grid point numbers in
order to reduce the bandwidth of the struc-
tural matrices arising in the finite element
displacement method. Since computer running
time i8 proportional to the square of the
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matrix bandwidth, this resuilts in substantial
savings for many struciural asalyses. This
capability has been as 1A preproc-
essor to NASTRAN for the past year and &

half and is being used at Navy, NASAand =
other user centers. Most of our éxperienced
NASTRAN nsers consider this preprocessor
indispensible. Currently, NSRDC is working
onimﬂngthemeuncydthobaﬂm
minimization program. :

(1)) Anotln-' area of substantial savings in
connection with the use of finite element com-
puter programs is in data preparation. To
use a program such as NASTRAN requires
large quantities of data consisting of point-by-
point and element-by-elenient geometric
description of the structure being analyzed.
NSROC is currently completing a preprocess-
or to NASTRAN which will automatically pro-
duce the bulk of the data required for the
analysis of submarine type structures taking
into account such details as tapered
stiffeners, cut-outs, and the like.

{U) It is probably s.\fe to state that there
is no finite element program in use today,
including NASTRAN, whose library of finite
elements satisfies every structural analyst.
There will always be users who would like to
add their own element to a program. In the
case of NASTRAN, because of its wide use
and of its excellent system design, a user-
oriented capability for adding new elements to
the program is doubly desirable. NSRDC is
making a substantial contribution to this goal.

(U) To develop general expertise in
adding an element into NASTRAN, a 3-degree-
of-freedom triangle which solves the steady-
state heat conduction problem has been added
to the program and made operational [3). To
accomplish this, it was necessary to become
thoroughly familiar with many aspects of
NASTRAN's programming such as variables,
tables, routines, structure, and restrictions.
A number of NASTRAN tables had to be up-
dated and a number of new subroutines written.
These, then, had to be properly inserted into
NASTRAN before the new element could be
uged.

(U) To be of practical use to the engin-
eer, a facility for adding 2 new element to
NASTRAN must not require the above tasks
whenever a new element is to be added.
NSRDC is currently completing a preprocess-
or which will generate the FORTRAN lan-
guage tables and routines required by NAS-
TRAN for 2 new element. The new element
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definition is being tested and a
report on the subject is being issued.

(U) Ir connection with the work on & new
element definition capability, NSRDC has
received a request from the Marshall Space
Flight Center to incorporate into NASTRAN a
three-dimensional transient thermal analysis
capabllity which will interface directly witha
three~dimensional structural anzlysis. This
work is in progress.

CONCLUDING REMARKS

(U) The experience with NASTRAN at
NSRDC and other Navy laboratories is based
on three years of active use of the program.
To many engineers NASTRAN was the only
analysis tool suitable for their problems.
Others, by the use of NASTRAN, were able to
avoid costly experimentation and thus saved
money cn their projects. The overall consen-
sus about NASTRAN is that it is the most
comprehensive program available to the Navy
engineers at this time for static and dynamic
analysis of general 3-dimensional structures.
The many considerations given to the user in
the design of the program and the excellent
documentation make it an easy program to use.
The general nature of the program and its
availability tend to create a broad base of
users, and hence, a wide spectrum of experi-
ence with the program. This, coupled with a
free exchange of information among the users
through various media including the Navy and
NASA Colloquia and publications, heips to
accelerate and improve the mastering of the
program by an individual user. In addition,
the support of NASTRAN by NASA through the
NASTRAN System Management Office (NSMO),
with the objective of insuring the future use-
fulnens of NASTRAN by maintenance and
improvements, makes it an attractive pro-
gram from the point of view of investing time
and talent.
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Mr, Matula: Not directly and no one has
asked us to, Maybe some people did that but we
do not know-about it. The only shock application
that I know about was done at the Naval Under-
water Systems Center, New London Laboratory,
but it did not apply directlytoDDAM specifi-
cations,

Mr, Hurchalla (Pratt and Whitney Aircraft):
Initially you mentioned the newsletter you
were thinking of publishing, Will it be strictly
about NASTRAN, and what will its nature be?

Mr, Matula: We are not only thinking about
publishing, we have published four issues of it
already I think, It is a quarterly publication
and it deals predominantly with NASTRAN sub-
jects, While it is not restricted just to NAS-
TRAN, s0 far, it has been predominantly
NASTRAN.

Mr. Hurchalla: How does one get on the
distribution 1ist?

Mr. Matula: If you are with the government
there is no problem, H you are a contractor,
and if you can supply to us a sponsoring letter
from a Navy customer we would put you on the
mafling list,
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RESULTS OF COMPARATIVE STUDIES ON REDUCTION CF SIZE PROBLEM

R. M. Mains
Department of Civil and Envirommental Engineering
Washington University

St. Louis, Missouri

sation.

condensation operation.

Comparative solutions have been made for a unifors cantilever beam
represcnted by 20 linear plus 20 rotational coordinates, and for the
beam represented by 10 linear coordinates obtained by kinematic conden-
The lower five or six frequencies, mcie shapes, and modal
effective masses were not altered appreciably by the kinematic
An eyeball reduction of mass together with a
static reduction of stiffness gave equally good results in the lower modes.

MOTIVATION

In the computer analysis of problems, the
tenency is 1o model the system with encugh
coordinites so that each structural element is
as simple as possible. Calculating the element
stiffnesses and assembling them into the system
stiffness matrix is the kind of operation which
computers do readily, and about 3 minutes of
computer time wili produce a system stiffness
matrix of order 150. It is not unusual to start
with a matrix of order several hundred or even
several thousand. The difficulties arise when
the remzinder of the calculations are performed,
because static analysis requires matrix inver-
sion and dynami: analysis requires either
several inversions or the solution of the eigen-
value problem. The matrix of ordes 150 that
took 3 minutes to assemble will require 60
minutes to invert (with conditioning and double
precision), and 90 minutes for eigenvalues and
eigenvectors. Because of this high cost of
inversion and eigenvalue, the author has been
investigating var:ous schemes for reducing the
size of problems, after stiffness assembly and
before inversion or cigenvalue.

STATIC SIZE REDUCTION

For static problems, size reduction is
simple and straightforward, but it does require
at least one inversion at reduced size (1).*
First one rearranges the rows and columns of
the stiffness matrix, K, such that the coordi-
nates to be kept come first, as in Kj, below,
and the coordinates to be eliminated come last,
as in K;; below.

* Numbers in parentheses rcfer to the biblio-
graphy at the end of the paper.

Preceding page blank

135

K1 Ky,
K = :

1)
sYs (
K1 K22

Then if there are no extcrnal forces to be
applied to f,, with X = displacement vector and
f =« force vector,

Kjy Kz] [ % f)
= (2)
K21 Kz2 Xz 0
whence
X; =- K3 Ky (3)
and
(Kpy - KpaKp3! Koy ) [X) = [£] 1))

If there arc external forces to be applied at f),
then eq. (4) becomes:

{Kyp - KpoKp2 Ko JIXy 0 = (£, - (K k30 HE,0(5)

The reduced stiffness, KRED is

Kegp = (K1 = KiKzi ko] (6)

and by successive partitions and reductions, any
size stiffness matrix can be made small without
any inversions larger than whatever size K, is
madc. Usually about onc digit of precision is
lost with cach successive reduction, so at
double precision (IBM 360) about 6 successive
reductions are a practical limit.




DYNANIC S1ZE mm BY INPEDANCE

For dynsmic probloms, size reduction is
complicated by the inertia terms, Mw?, ia which
M = mass and » = froquency. As befors, when
there are no external forces applied in £,

Zn 2% £y
a=
27 2] X2 0

@)
Cmd {2y - 200252 110 - 1] ®
but 2 =K+ iuC - w?M (0]
and for C = 0 (damping = 0) eq. (8) becomes:
[(‘ll""znll)'(‘l2'“2"l2)(‘22"'2u22;l A
(K21-02M3) ) X, = [£,] (10)

For w = 0, eq. (10) is idemtical to eq. (4), as
it should be; but for other w's there is nc way
to avoid a separate computation for each fre-
quency. The number of frequencies to be used
can be small if the eigenvalues are knows,but
that is the operation that is to be avoided.

DYNAMIC S1ZE REDUCTION BY EIGENVECTORS

1f the eigenvectors were known, then size
reduction could be easily accomplished by a
substitution of variables in the dynamic
equation:

MX + CX + KX = £(t) (1)

Let X = X Y (12)

where X = a small portion of the eigenvector
set
Y = a substitute variable

and premultiply by XOT

T T T T
then Xo MXOY + Xo CXOY + Xo KXOY = Xo f(t) (13)

. S |
whichis IY + Zt:on + wg Y xo f(t) (14)
Now eq. (14) is reduced in size, the equations
are decoupled, and full detail is recoverable
by eq. (12), This would be perfect if there
were some way to get X economically, but there
is none known to the author.

KINEMATIC CONDENSATION

Mr. R. J. Guyan proposed a transformaion(2)
which he claimed (without supporting data) would
reduce problem size without altering the lower
frequencizs. The proposal was: in eq. (11)

set
X, 1

-1 Y, (15}
X7 (-Ky2 K5y)

2
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and premultiply by -
L=
(x (-Kul22 il (16)

to get
[ (K11=w2M; 1) - (K 2K231K2 1)+ (W2K) K23 Hay) -
+(w2My 253K 1) - (K | K25 M2 2K23 K2 1) 1Yy ]
sf)-K)2Kp3 5] (17)
1f we Cm“ oq. (10) with fZ = o. we get:
[(K) -02M) 1) K 2(Kz2-02M22) b K2y
-1 -1
+5?Ky (Ko2-52M22) Moyeuw?My2(K22-wMzz) Kz
-1
-6y (Kpp-c?M22) Mppe? = £ (18
The difference between the rigorous equation,
(18), and the approximation equation, (17), is
that g

-1 -1
Ky, replaces (K;z-w?Mp;) in terms 2,3
and 4

the fifth terms are totally different,
NUMERICAL COMPARISONS

Since the comparisun of equations 17 and 13
shu, that Mr. Guyan's propusal is not mathe-
macically correct, the question is then whether
it gives acceptable mumerical results despite
the lack of rigor. The authur had extensive
data (3,4) on the cantilever beam shown in
Fig. 1, so the various solutions for that bsam
were used to Lry Guyan's proposal.

8 19 20

10°-0*

"
AL. tube 6" 0.D. x %

20 stations, Y and 6 coordinates

40 degrees of freedom

Reduction to 10 linear coordinates,
2Y, 4y, 6Y ....... 20Y.

wall

FIG. 1. CANTILEVER BEAM

Out of the stack of calculated values for
the various numbers, three sets were selected
as the most effective comparison of the
reduction schemes. First, the frequencies for
the odd numbered modes from first to ninth are
listed in Table I. 1In this table, row 1 is for
the theoretical solution with bending but no
shear or rotational inertia. Row 2 is the
theoretical solution with shear and rotational
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inertis as woll as bending. Rows 3, 4 anl S
are for the 40-degree-of-freodom solutioa with
shear snd rotatiomal imertis, for McCalley's
consistent mass, Archer's consisteat mass, and
the suthor's diagonsl mass. Rows 6, 7 and 8
sre for the 20-degree-of-freodom solutioms
cbtained by dropping rotstional inertia terms
fromn the nass matrices and using a stiffaess
metrix reduced according to eq. (6). Rows 9,
10 and 11 are similar to 6, 7 and 8 except that
the stiffnoss was obtained from inversion of the
deflection influence coofficieat matrix for 20
linear degrees of freedom. Rows 12, 13 and 14
are for Guyan's kineastic comdensation reducing
40 degrees of freedom to 10 accordiag to 2q.(15)
and oq. (16). Row 15 is for stiffness reduced
by eq. (6) and mass reduced by eyeball.

As one studies Table 1, it seems that modes
1 and 3 show little variation between row 2,
which should be "correct,” and all the other
rows. By mode 7, the ordisary thecry of row 1
is too high above row 2, and the "r~onsistent”
mass schemes are all above row 2 by au2ut the
same amount that the diagonal mass schemes are
below row 2. In a 10-degree-of-freedom system,
the author would not use more than 4 modes any-
way, so the varistions at mode 7 and higher are
not significant for practical use.

The second comparison of results of kine-
matic condensation is shown in Table 2. These
data vere obtained by calculating the response
of each mode to 100 in/sec step velocity at the
base ~f the cantilever beam, and then summing
the response for each coordinate across 1G modes.
Column | is for McCalley's consistent mass and
40 degrees of freedus; colums 2, 3 and 4 are
for kinematic condensaticn of 40 degrees to 10
for the various mass formulat‘ons; and column
5 is for the eveball reduction of mass with
stiffness reduced by eq. (6). The agreement is
remarkably close, with most variations less than
0.1%. The 1ot mean square was alsy <alculated,
and it showed even less variatioi. The implica-
tion is that deforxations calculated for shock
response wili ve little different whichever
scheme of calculation is used., Since deforma-
tions vary but little, so will the stresses
resulting from the deformations.

The third comparison of results of kine-
matic condensation is shown in Table 3. In this
table, the members were obtained by calculating
the moda! effective mass fcr each mode, dividing
by the total mass, and then accumulating the sum
down the column of modes. The columns are the
same as in Table 2. One criterion for deter-
mining the number of modes to include in a
calculation uses this accumulated sum of effec-
tive mass ratios and some limit such as 0.90 or
0.95. Through the sum of the first five modes,
there is little difference between the modal
effective mass for any of the 10-degree solutiors
and the 40-degree solution. There is also little
difference hetween the various 10-degree systems
all the way through mode 10.

Kinemstic condemsation, as proposed by
Guysm, as a means for reducing the size of a
dynamfc smslysis without altering qpmmly
the lower frequemcics and mode shapes, worked
well on the straight, miform cantilever beam

herein, If it had not worked well om

_tlus‘he-. then it could sot be expected to

work on more complicated practical probleas.
The fact that it did work well om this besm is
no guarantee that it will work well on a more
complicated problem, but at least the scheme
seens worth trying. One computer ceater (S5)
recently reported having used kinematic conden-
sation to reduce 1783 degrees of frecdom to

125 degrees of freedom before proceeding with
dynamic analysis.

The data show that the eyeball reduction of
muss with static reduction of stiffness is at
least as good as any of the other schemes, and
its lower cost is in its favor.
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TABLE 1
j | COMPARISON OF FREQUENCIES : i
% f |
— i
s : 1 Jﬁm”% 3 7 9 Row
] BENDING ONLY THEORY 1 16.75 | 294.0 | 952.4 | 1937.1 | 33980 | 1 .
{ + SHEAR § ROTAT  TMEORY 2 16.60 | 277.1 | s1s.6 | 15186 | 2309.2 2
: 40 x 0 MCcY 16.20 | 277.6 | s26.5 | 1s76.1 | 2469.7 3
+ SEAR ARCH 16.92 | 280.0 | am.9 | 1603.7 | 2093.8 8
3 + ROTAT R 16.68 | 275.4 | s0s.0 | 1480.6 | 220s.0 s
20 x 20 MCCLIN1 17.5¢ | 2821 | #ss.7 | 16s1.8 | 2604.6 6
Koo ARCLIN] 17.56 | 281.2 | sas.3 | 162109 | 25241 7
RISILINI 17.67 | 2779 | sio.8 | 1s16.2 | 2259.1 s
20x2 MCCLIN2 16.40 | 282.0 | 8ss.7 | 1es1.3 | 2604.6 9
FROM ARCLIN? 16.42 | 281> | sas3s | 162100 | 25241 10
: k-1 RIOLIN2 16.52 | 277, | s108 | 1s16.2 | 2259.1 1
e
1 10 x 10 MCCY 16.69 | 277.8 | 833.0 | 1632.3 | 2618.4 12
f= KINEMATIC ARCH 16.70 | 2801 | &7.4 | 1664.2 | 26428 13
CONDENS RN 16.67 | 275.8 | s7.s | 1ss7.6 | 23823 14
EYEBALL RE 16.63 | 272.4 | 7852 | 13777 | 1s8.2 15 -
TABLE 2
COMPARISON OF SUNS ACROSS ROWS OF RESPONSE TO 100 IN/SEC
coord.| mccvao | mecvio | arciio | mwno RME10
|__xo.
1 T06292 | .05965 | .05959 | .0s986 | .06060
2 16788 | .16822 | .16814 | .16823 | .16823 .
3 .30101 | .300s9 | .30060 | .30062 | .30071
3 44584 | .a4640 | 44046 | .as6a1 | 44650
5 .59898 | .s9888 | .s0901 | .sosss | .sosse
6 75360 | .75427 | 75447 | .75824 | 75435
7 .91051 | .91049 | .901077 | .o1043 | .91052
8 1.0662 | 1.0666 | 1.0670 | 1.0665 | 1.0666
9 1.2220 | 1,225 | 1.2230 | 1.2223 | 1.2223
10 1.3798 | 1.3782 | 1.3789 | 1.3780 | 1.3779
1 2 3 4 5
TABLE 3

ACCUMULATED SUMS OF MODAL EFFECTIVE MASS RATIOS

' MODE MCCY40 MCCY10 ARCH10 RMM10 RME10

| N0,
1 .6304 .6295 .6302 . 6289 .6278
2 .8247 .8253 . 8259 .8248 . 8242
3 .8948 .8928 .8933 . 8925 .8923
4 .9292 .9264 .9268 . 9264 .9272
S .9533 .9451 .9451 .9455 .9477
6 .9680 . 9555 .9553 . 9564 .9603
7 .9823 . 9609 . 9604 .9623 .9679
8 .9920 .9633 . 9627 .9649 L9721
9 1.0048 . 9642 . 9635 9660 .9739
10 1.0153 . 9644 . 9657 .9663 L9744
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time we reported that we did it both ways. By
one method we obtained all of the frequencies

for the finite number of degrees of free-
dom, and then we reduced it by Guyan’s redaction,
We obtained good results but one of the lower
predominant modes was missing, and this has
happened on more complex systems, In general
the results are good but some of the important
modes just do not appear. Have you encountered
tmllnpurenlmuon,ordommendbhok
into this further?

Mr, Mains: No I was not aware that this
phenomenon existed, and now that I am aware,
I will certainly investigate further to see if I

- can make it occur and if 80 why, The fact that

it worked in the problem that I used certainly
does not mean that it is generally applicable,
This is necessary that it work but it is not
sufficient,

Mr. Koen (Bell Telephone Laboratories):
We have been using this technique for quite a
while and we have done a number of studies on
cantilevered and simply-supported beams, We
have added one more thing, and I think if you go
through the process you described you could
also write down the mass matrix, We applied
the following criterion. The mass of the point
eliminatied must be at least twe orders of mag-
nitude less than the predominant mass. In other
words one could eliminate rotary inertia in many
cases, We found that it was necessary to re-
duce, because we did not have a complete double~
precision program, That is, if we solved the
complete 130 to 140 degrees of freedom prob-
lem, we found that we would get numerical in~
accuracies, and it was necessary to reduce the
rotary inertias., We found that we could obtain
accurate low frequencies by doing this.

Mr, Mains: For 100 or 120 degrees of free-
dom it is not really necessary to reduce, but for
1000 degrees of freedom I am pretty sure you
need to reduce, Now why?

Mr, Koen: H your problem is ill-conditioned,
if you have very large conditioning numbers,
even if you have 5 by 5 or 6 by 6 matrices, you
still may not have enough precision in your
computer,
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These probiems tend to be close
mmhmmum Infacta
well structural system should be close

hlignhrnd.omlnvetobomm
yw(bblt.

Mr, Koen: When does one use static reduc-
tion? Wn?ondﬂn_tui:mbb&&t
the mass. And if you indeed just reduce those
nodes wiich have very low mass I helieve it can
be shown rigorously that it will work.

Mr. Mains: In this problem that I used, the
masses thal T reduced were the same masses
that I was keeping. So it was not a question of
two orders of magnitude, but the same maguitude,

Mr, Koen: What was helping you was the
frequencies, as you showed, which was interesting,
But to get back to the former comment, I think
they missed a mode because they may have
eliminated the wrong mass,

Mr, Mains: That might be, When you do
this form of elimination you work on the mass
andyouarrangeitsoﬂnatthetotalmauhsﬂu
the same, R is just differently distributed
throughout the system.

Mr, Koen: That is right. We take a look
to see what modes have small mass,

Mr, Mains: Well apparently if you are
going to miss a mode completely it means that
you have loused up the system somehow by dis-
tributing the mass wrongly, H you put the mass
in correctly you ought to be able to keep all of
the lower modes. Isn't that right?

Mr, Koen: Yes, we eliminate the very very
small mass terms which contribute to the very
high frequencies.

Mr, Mains: That is very logical.

Mr, Koen: We have run many sample prob-
lems and found it to be good,

Mr, Gayman (Jet Propulsion Laboratory):
We certainly agree with your concern about
solving large order eigenvalue problems and we
try to avoid these wherever we can and we have
been fairly successful. This is one of the rea-
suns we sponsored the development of the Com-
ponent Mode Synthesis a few years back. We

s g o SO e S




‘wind wp solving more smaller-order eigenvalue

problems 80 we retain some physical sense of
what we are doing with the smaller order

~ problems,

Mr, Mains: I do not need to answer that,
I agree,

llr.Code(lockheedlﬂnﬂuudSpce
Co : 1am in the business of
]mtul)r ‘Mains is and I am most
interested in modal syntheses. But I do not
really believe there is a panacea to be had in
reduction for its own sake, We at Lockheed
have had big problems, from one to 3000 or
4000 degrees of freedom, and we have actually
had more problems with {ll-conditioning and
computation error in reducing than we have with
direct solution of the eigenvalue problems, We
happen to Lave two eigenvalue solvers that do a
very good job with large problems,

Mr. Mains: But you only solve for a few of
the eigenvalues. -

Mr, Coale: That is all we want, and we
check them against problems for which we know
the answers, Anytime that you have a difficulty
with a solution you do what you always did in
school, before there were computers, you go
back and work a problem tkat you think you
know the answer to, and work with it until you
get it to work before you go to problems where
you do not know the answer. I believe that this
is a good scheme, but £o0 18 direct solution, I
have to say that because a little later this after-
noon I will present a paper in which I sclve large
problems,

Mr, Mains: No need to reply to that either,

Mr, WWorkman (Battelle Memorial Institute):
I take exception to your dim view of the state of
the art in numerical analysis in computer ap-
plication, We do not solve nearly as large
problems as the aerospace industry, We have
solved problems of up to 2000 by strictly Gaus-
sian elimination with iterative improvement, in
the static sense, and have found no numerical
problems, We have a Control Data machine,
Dynamically, by using Householder’s method
{ollowed by the QR transformation and either
inverse iteration or however you define the
eigenvectors, we found total eigenvalues for
systems, in our case 300 or 400, and have found
no problems, no negative eigenvalues,

Mr. Maing: The Householder technique,
tridiagonalization, and then forward elimination
and back substitution is the scheme that I use for
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the present fteration were smaller than 107 I
and went on to the next root. On the
BM 300, indmbli you get 14 digits,
I started with 10- andthe just looped,
so I backed up to 10-13 cndit:tﬂllooped,oo
m:mmmm' 5vonld stay
stable, So I run with 10-10 for my criterion,
Mﬁlhdabiggerproblemthnnmym
nlmnﬂmnmtleoum
wltth‘ I might have to go to 10 orlO‘
Thisiswhteoncerume. The co

Mr, Workman: That is true ihat the work
side is certainly a critical factor besides con-
ditioning number in numerical solution. But the
Control Data in single precision is the same as
the IBM 360 in double precision, We have ex-
perienced no problems in 300 or 400. Of course
we used the QR transformation after the tri-
diagonalization process,

Mr, Mains: Do you get all positive rvots?
Everytime ?

Mr. Workmaa: Y2s. We have never had
any problem,

Mr, Mains: Will your program tell you if
you get a negative root ?

Mr, Workman: Yes, it prints out all of the
roots,

Mr, Mains: Yes, and you can {ix it up so
that it prints out all of the roots and prints
them out in any order you want and without a
negative sign too, but does the solution really
give you no negative roots ?

Mr, Workman: Well they are printed out
that way. As you know the Householder method
will put the roots on the diagonal in ascending
order followed by the QR transformation, We
never have had any problems with it, I notice
that NASTRAN uses this Guyan reduction and
they use Givens transformations to find their
eigenvalues, I would be interested to know if
people who have used NASTRAN have had any
problems,

Mr. Mains: You are the first man [ have
ever met who does dynamic analysis and who
says he gets all positive roots every time, It
never happened to me before,




Mr, Coale: R just occurred to me that we
m‘mmmmm-um
stage of the calculation of sigenvalues, and we
calculate them starting with the lowest, how
many sigenvalues of that matrix are below a
certain level, X would seem to me that it would
eliminate the possibility of negative eigenvalnes,

. Mr, Mains: Well #f it told you how many
were below zero it would certainly tell you,

Mr, Coale: That is counted; it does,
Mr, Mains: Good,
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STRUCTURAL DYNAMICS OF FLEXTELE RIB
DEPLOYAELE SPACECRAFT ANTENNAS

B, G. drenc, U, B, Haile, Jr. and J, ¥, Hedges

Lockheed Missiles and Space Zompany
Sunnyvale, Celifornia

ity and necessity.

.. This paper vill discuss the structural dyneaic
technology problems unique to flexiblo rib deploysble :
-spacecraft anternss. As such, it will cover the

analysis and testing attendant to deployment and on-
orbit configurations. ¥n the analysis, dus to the
physical sysmetry of the pertinent configurations,
some unique problems arise.
protions arice and lesd t» a number of identical roots
of the frequency equatici.

Syssetric eigenvalue

The solution of these mul-
tiple eigenvalue problems and current results are pre-
sented. This is meant to be a discussion type paper of
the various technology problems. Detailed mathematical
aspects of the analysis have not been included. However,
limited test results are compared with analytical pre-
dictions. 4s antenna structures oecome large and more
flexible, their analysis is growing in interest, complex-

INTRODUCTION

In general, an‘ennas (e.g., Fig. 1)
obtain higher slectricil gains as the diameter
(aperture) increasss. However, as the antenna
diamster grows, it becomes necessary to stow it
in a compact shape such that it will both fit
within a given shroud envelope and withstand
the launch and ascent loads. A current design
that achieves this function is the flexible rib
deployable antenna. This can be graphically
demonstrated with reference to Figs.(2-4). The
antenna structure in these figures is used for
demonstration purposes only, In itg fully open
or deployed configuration the structure has a
circular paraboloidal shape,.e.g., Figs.1l and 4.
The main structural elements are (1) a central
hub structure, (2) parabolically curved ribs
projecting from the hub and uniformly spaced
and (3) a lightweight reflecting mesh stretched
between the upper edges of the ribs to form an
approximately paraboloidel electrical reflect-
ing surface. The cross section of the ribs
can be of complex structural shape (eithcr open
or closed section).

In the ascent (stowed) configuration,
the ribs and mesh are wrapped around the hub
and restrained. In space, the rib restraint is
removed (e.g., by a pyrotechnical separation
event) and the strain energy stored in the ribs
powers the deployment. Schematically this is
illustrated in Figs. (2-4).

Preceding page blank

Since antenna size is growing (e.g.,
Applications Technology Satellites F & G have
30 foot diameter parabolic reflectors) the
problems during orlital operations are mainly
concerned with altit:ie stability md control
rather than high dynamic loads (as was the case
during launch and ascent). A pussible excep=
tion is the actual deploymernt sequence itself.

The deployment of the antenna can in-
duce high dynamic loads throughout the entire
antenna structure and also transfer a signifi-
cant amount of torque to the spacecraft.

The dynamics of the deployed configur-
ation (during on-orbit operation) induces rath-
er low loads into the antenna structure and
spacecraft if the antenna motions are small and
if there is sufficient spectral separation be-
tween the open loop control system frequencies
and the cpen loop structurzl dynamic frequencies
of the antenna. However, for the on-orbit con-
fiturations, as well =22 the deployment config-
uration, of symmetric antenna structures some
unique problems arise, A symmetric eigenvalue
problem arises and leads to a number of identi-
cal multiple roots of the frequency equation
(1.e., the so called "multiple elgenvalve"prob-
lem)., A "brute force" approach does not work
for this problem. That is, entering the "pri-
mitive" or "gloval"mass and stiffness matrices

bty

= et S e v W



into standerd computer sigeavilue prograss will
remnlt in mmbers thit are msaningless. The

computer sisply cannot distinguish the essential
. features of the type and degree of structursl

The solution is to decompose the "pri- |

mitive® or "global" problea into a number of
smaller “wave® sized problems. This is

lighed by a Fourier decomposition in the cir-
cunferential direction. The "wave" sized prod-
lems are solved
to obtair
The basic theory for this Fourier decomposition

paper concludes vith some recent

results of analysis and testing. Eamphasis vill
be given to the results attendant to the deploy-
sent and on-orbit configurations.

DEFLOYMENT DYPAMICS

The dsployment of a flexible rib an-
tenna is initiated by release of the circumfer-
sntial restraint which keeps the ribes and inter-
- folded mesh in place around the hub. A typical
design uses a numbe> of circumferentially spac-
eod doors, separately hinged to the hub struct-
ure, and held in place against the furled an-
tenna by a circumreruntial cable. Deployment is
initiated by pyrotechnic cable cutters. Several
distinct phases of motion follow.

Unfurling FPhase

During the first, or unfurling phase,
the ribs progressively unwrap from the hub, Ex-
amination of high speed movies of the deploy-
ment indicales that, in plan view, the unfurled
portion of each rib approaches a straight line
tangent to the hub. As the ribs unwrap from
the hub, tne "straight" portion of each rib be-
comes longer until the points of tangenmcy reach
the roots of the ribs (e.g., Figs. 2 and 3).
At this time, essentially all of the strain en-
ergy stored in wrapping the ribs around the hub
has been converted to kinetic energy of the
ribs and spacecraft. Since angular momentum is
conserved, a small retrograde motion is impart-
ted to the hub of the spacecraft,

In the analysis of the unfurling
phase, it is assumed that all ribs unfurl in
phase. The unfurlec portion of each rib is
asgumed to remain rigid and tangent to the hub.
The hub and spacecraft is assumed to be a
single rigid body. Angular momentum of the
system is conserved and the relstive motion be-
tween ribs and hub results from release of the
bending energy stored in wrapping the ribs. A
sketch of a partially unfurled rib, as assumed
in the analysis, is shown in Figure 5.
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final phase of motion is the im-
pact phase. The ribs strike the stops at the
roots, and rebound is limited by individual rib
latches S hinge torsion springs. The kinetic
energy of the systeam at lockup produces trans-
ient oscilletions of the antenna and spacecraft.
For an antenna whose axic lies along one of the
spacecraft principal inertial axes, the result-
ant vibrations involve "torsional™ sodes of the
antenna.

Analysis of this phase of motion is
based on conventional linear modal response and
superposition, using as initial conditions the
velocity profile of the rib and hub at the end
of the roast phase. Only the wave number zero
modes of the system are excited as a result of
thie)pattern of initial velocity (see next sec~
tion).

Deploymert loads at lockup typically
are design loading conditions for rib hinges
and latches and portions of the hub structure.
A typical deployment history, showing the vari-
ation of total torque onthe hub is shown in
Figure 6.

DYNAMICS OF THE DEPLOYED CONFIGURATION

Flexible rib antennas are modelled as
finite element systems where each rib and the
hub are treated as a number of elemental beams
and the mesh as a number of string panels. Rib
modelling accounts for their structurally com-
plex shape in that they are, in general, curve
ed, tapered and of open section with offset
section shear center, offset section centroid,
and offset mesh attactment (e.g., Fig. 7).

Mesh to rib attachment is along the concave
edge of the rib. In motion, then, rib bsnding
and twisting are coupled and consiitute a major
feature of the structural behavior. Local Car-
tesian coordinates were selecved at each




analytical point on the structure to define ths
displacenents wvith all six degrees of freedom
—mmmndctuehpo&nt.r_—; .

From a structural dynsxics standpoint
flaxible rib antennas are difficult to analyze
for thrse important reasons. First, and most
obviocus, & finite element analysis leads to an
extremely large Jegree of freedom system. Imag-
ine an antenna with 50 ribe, sach rib divided
into five finite besm segrents, and each analy-
tical point allowed six local degrees of free-
dom. Then, the system will have 1800 total de-
grees of freedom. Secondly, and lesz obvious,
orders of magnitude in the elemental ctiffness
and mass coefficients are extrese. In genersl,
the hub is stiff and heavy, the ribs are less
stiff and less massive, and the mesh is weak
end lightweight, Computer aralysis of such a
system requires double precision in all calcu-
lations, and, even then, may be subject to
troublesome round off errors if the systea is
large. Thirdly, and least obvious but most
difficult to analyze is the symmetry of the
flexible rib design lexing to a high degree of
redundancy and multiplicity of roots. Cospu-
tationally, eigensolutions for problems with
multiplicity greaer than about six are impos-
sible on computers with programs as they exist .
today. 2.
All three major problems may be avoid-
ed by taking advantage of the structural sym-
metry in a consistent and logical wmanner. Such
was done by analytically expanding the lisplace-
ment vector in a finite (finite becawce the num-
ber of ribs is finite) Fourier series in the
eircumferential direction so that the Fourier
coefficients remain undetermined, but the Four-
ier trigonometric arguments are selected to de~
couple the problem. Furthermore, the olution
obtained will be exact. Mathematics of the
technique are fully described in referenceel and
2 and will not be repeated herein.

The Fourier transformatisn produces a
set of new, smaller size, uncoupled eigenprob- -
lems which are solved one at a time and each of
whicr has, at most, a multiplicity of only two.
Results are then back transformed to assemble
the solution for the primitive antenna. Each
transformed problem set describes a "wave num-
ber" of the antenna. That is, the rib mode
shape patterns occur as wave O - gll ribs dis-
place identically; wave 1 - rib displacements
are noefficients of sin 8; wave 2 ~ rib displace-
ments are coefficients of sin 2 8; etc. 8 is
the circumferential angle, 0 to 2 {* measured
around ihe antenna.

Graphic resulis obtained(for a free-fres
structure) from this technique follow in Fig-
ures 8 (8a-81) where the wave number and mode
shape number (for that wave)are labsled on each
figure.
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Once the natural frequencies and mode
shapes of the antennasre known, it is possible
to build the modzl equation of motion using as -
many modes of as many types as desired. The re-
sult is then used in a modal superposition anal-
ysis vhere other parts of the spacecraft asseab-
1y may be added, and/or in a forced response an-
alysis by applying modal forces and including
modal damping parameters. The methods used fol-
iow the usual structural dynamics techniques
excopt that the analyst must remeamber that
the f1-xible rib antenna problaz has already
been through one transformation so that its mod-
al properties represent not the physical antenna
but the transformed one.

For the time conscious reader, using
the method described herein, 50 mode shapes were
found for a 48 rib reflector complete with hub
assembly in a 4 minute 1108 computer run.

& D USTON.

This paper has presented the essential
features of the structural dynamic technology
problems associated with flexible rib deployable
spacecraft antennas, Typlcel results have been
presented that indicate very good correlction
with 1imited tests results.

Mathematically modelling two antennas
for which test results were available and pred-
icting natural frequencies and mode shapes for
the structure with a fixed hub produced the
following ccrrelation:

First Natural Frequency,Hz

1.13
2.60

1.12
2.68

30! ATS antenna
14! test antenna

Test results were produced during
deployment of the structure in a one g environ-
ment by averaging values of the "cup up" deploy-~
ment and the "cup down" deployment. Once high
frequency modes had essentially been attentuated
by damping, only the first natural frequency tor-
egional mode remained. This mode was used for
analytical correlation.

¥
H
H
H
H
H
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‘ Also notice the clearly spaced frequencies of

vave 2, node 3; wvave 3, mode 33 und wave 4,
wode 3. These closely spaced frequencies con-
tinue through all wave number sets. So, if the
designer wishes to knov all modes with frequen-
cles below a certain value,he is likely tc be
presented vith an imnense amount of data; say,
the first six or eight modes from each possible
wave number. For the 48 rib example shown,

6 x {(48/2 + 1) = 150 modes with natural fre-
quencies belcw 20 Hs.
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FIG.1 20 FOOT DIAMETER FLEXIALE RIB ANTENNA
Reproduced from i
best available copy. H
FIG. 2 ANTENNA MODEL (INITIATION OF DEPLOYMENT) %
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FIG. 3 ANTENNA MODHL. (PARTLY DEPLOYED)

g:proilucod from
st available copy.
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FIG. 4 ANTENNA MODEL (FULLY DEPLOYED)
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FIG. 7 TYPICAL RIB SECTION

WAVE 0, MODE 3, 2.17 Hz
(a)

FIG. 8 TYPICAL ANTENNA MODE SHAPE
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(b)

{c)

WAVE 1, MODE 7, 11.27 Hz
(a)

FIG. 8 (CONT'D) TYPICAL ANTENNA MODE SHAPE
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WAVE 2, MODE 1, 4.17 Hs
(o)

(f)

WAVE 2, MJDE 5, 12.84 Ha
(g)

FIG. 8 (CONT'D) TYPICAL ANTENNA MODE SHAPE
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WAVE 3, K)I()E)J, 10,54 Hz
i

WAVE 4, MODE 1, 6.80 Hz

(»
FIG. 8 (CONT'D) TYPICAL ANTENNA MODE SHAPE
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(k)

WAVE 4, MODE 5, 13,77 Hz
(1)
FIG, 8 (CONT'D) TYPICAL ANTENNA MODE SHAPE
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INFLUENCE OF ASCENT HEATING ON THE
SEPARATION DYMAMICS OF A SPACECRAFT FAIRING

C. V. Ccale, T. J. Kertesz

lockheed Missiles & Space Company, Inc.
Sunnyvale, California

The provlems creazted by buildup of thermnl prestresses in a
separsble syacecraft fairing are considered ir this peper. These
prestresses are produced i seent Leating of the fairing. When
‘the fairing is cut pyrotechn cally above the a‘mosphere into two
halves and Jettisoned the thersal prestresses s<riousiy affect
the early post-separation dynamic response of the fairing and can
cause the fairing to hang up or %o bump the enclosed spacecraft.
The problem is evaluated and approaches to both thermal static
and structurel dynamic analysis are outlined. Smme results of
actual calculations for a large fairing are presented.

INTRODUCTION

This paper treats the clamsheli-like
Jettisoning of a space vehicle fairing in the
presence of thermally-induced prestresses.
Unprotected spacecraft, designed to operate in
orbit or on a space trgjectory, are frequently
too fragile to survive ascent through the atmos-
phere. For protection, the spacecraf+ is
enclosed in @ fairing which is designed to
withstand the ascent enviromment (Fig. 1a).
Once ahove the sensible atmosphere the fairing
is sejarated by means of pyrotechnic joints in-
to two halves, rotated away from the main
vehicle by compressed helical springs, and at
about a 60° angle from the vehicle axis,
sevarated from the vehicle completely and jet-
tisoned (Fig. 1b).

The iairing in addition to surviving tne
ascent in rood condition, must be built to
separatc reliably and cleanly. If the fairing
does rot separate or if there is a delay in
separation thc entire launch may be a failure.
Likevise, if the fairing intrudes into the
spacecralt envelope during separation and

trikes the spacecraft unacceptabie damage
may cscur. Even if damage or failure is
avoided, flexinle fairing oscillations may
produce unacceptable excitation of the booster
during separation. Full scale ground tests
are used to evaluate separation behavior of
the fairing. However, these tests are costly
and cannot cover the full range of conditionz
to which the fairing may be exposed. A
parallel engineering analysis is therefore
necessary. This paper describes such an
analysis and some of the results obtained.
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Before discussing the problem in more detail a
brief deseription of fairing geometry andi con~
struction is in order. The fairing considered
in this paper is a light, ring-stiffened corru-
gated shell structure composed of a long
cylinder, a dovble cone and a spherical cap.
Some deteils of-the shell construction are
shown in Figure 2. Because of the longitudinal
separation joint the preseparsted fairing is
not axigymmetric. The joint itself has no
moment carrying capability. Alornig each side of
the joint runs a stringer to provide edge
stiffening. Thus after separation the fairing
halves are composed of ring-stiffened half
shells with iongitudinal edge stiffeners. The
base ring at the open end of the cylinder is
made relatively stiff both to prevent excessive
motion of the bottom corner of the fairing and
to distribute the hinge loads. 3oth bending
and torsional stiffness of the post-serarated
fairing halves are rather low because of the
open cross section.

SOURCES OF FAIRING EXCITATION

A number of loadings combine to produce
fairing dynamic response after initiation of
geparation. The primary driving forcc acting
on the fairing halves is produced by the pre-
stressed thruster springs. The sudden release
nf the stored energy produces breathing and
twisting motions in the fairing halves.

A contained pyrotechnic explosive which
geparates the fairing from the booster and
"cuts” it into two scctions produces an impul-
sive loading. This loading may be radial or
langentin! depending on the joint design.
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Any appreciable smount of oscillatory or
transient motion of the booster during separa-
tion is tranmmitted through the hinges to pro-
duce a "foundation excitation” acting on the
f3iring halves. Such a vehicle excitation zay
b tused by residual oscillation after engine
‘#:1cion or by control system limit cyeling.

In addition to the adbove, a more subtle
excitation of the fairing can occur. During
ascent the launch vehicle reaches superscaic
velocity through the atmosphere. As & result a
strong dow shockwave is produced at the nose of
the vehicle, Across this shockwave a large
rise in temperature occurs. Because the tra-
Jectory is curved and because of steering
maneuvers, the vehicle moves at an angle of
attack through the atmosphere causing the heat-
ing to vary significantly around the circum-
ference of the vehicle. The resultant tenpera-
tures in the fairing are a function of the mass
and conductivity of metal involved in aty one
area, thermal resistances between assambled
parts, and surface reflectivity of the fairing
surface. In addition to varying longitudinalliy
and circumferentially the temperature of the
feiring varies radially between the outer skin
and the inner flange of the rings sreating
gradients across the ring-skin comoination.

Heating produces deflections and distor-
tions in the fairing as vwell as internal j;re-
stresses. bWhen the fairing is separated into
two halves the gudden rclease of tne thermal
prestresses prnduces significant dynamic
excitation.

Prestrossing can also occur because o1
nanufacturing imperfections and assembly
procedures. This type of prestress is larsgely
controllable or correctable.

PFAIRING ANALYSIS

Significant information concerning fair-
ing behavior during separation can be obtained
through analysis of rigid fairing scdels snd
non=-therral flexible fairing models.

However, for large fairings {diameters of -
8 feet or larger) all of the previously mention-
ed effects must be considered. PFor this purpose
a finite element model of the fairing is mnst
suitahle. Such a representation is capable of
taking into account various featuren of the
fairing configuration and construction as shown
in Pig. 2. The model can be used to determine
modal behavior of the complete, preseparsted
fairing. More importantly the modal behavior
of the postseparated fairing halves (Fig. 1b)
or hinges and springs can be calculated. These
modes include nsarly.rigid rotation abont the
hinge line, beam motion, tcrsional motion, and
shell modes of the half coue-cylinder.

The influence of ascent heating which pro-
duces deflections and intern~l stresses in the
fairing requires a furthsr, more sophisticated
analysis. For thic problem the finite element
mudel of the fairing is altered to permit
thermal static calculations. Deflections of
both the prescparated, complete fairing and t:ne
postseprarated fairing haives must be considered,
Once the thermal static deflections of the
fairing have been calcalated it is prssivle to
formulate a thermal initial condition for use
in the postseparation dynamic analysis. This
analysis and the resuits obtained are discussed
in the following sections.
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Fige 3 - Fairing Temperatures at Separation
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PAIRING THERMAL STATIC BEHAVIOR

previously mentioned, becuuse of angle
or attuck histories and steering maneuvers, the
fairing experiences asymetric heating circum-
ferentially. Due to the existence of localized
heat sinks, i.e., rings, end thermal resistances
between the corrugation sheet, fac2 sheet, and
ring flanges, there are also temperature dif-
ferences between the shell and ring inner
flanges at the time of separation. Typical
longitudinal end circumferential temperature
distributions are shown in Fiqure 3.

The longitudinal distribution changes
radically at the cone-cone and cone-cylinder
Junctions and varies gradually alcng the length
of the cylinder. The circumferential distribu-
tion is specified by & maxin.m and minimm at
each longitudinal station. A normalized circum-
ferential distribution function which may vary
at different axiszl stations can be used to
describe the skin temperature variations at any
circumferential location.

Radia) temperature gradients can be speci-
fied by defining a second layer of temperatures
over the entire fairing in the same manner.

A circumferential distribution of tempera-
tures is shown in Pig. 4. In Pig. La the
maxinun temperature point (windwind point) lies
in the separation plane of the fairing. Note
that although there is oaly one maximum, two
minimums oceur at about 120° from the windward
side. Fig. kb shows a case where the windward
maximum temperature point occurs at an angle to
the separation plane of the fairing., This is
termed a skewed temperature distribution at
3kew angle«&

The temperature distributions shown in
Fig. 3 cause thermal deflections and stresses
which in large part are relieved at separation.
To 1imit the scope of this paper, dynamic
response due to circunferential skin temperature
distributions only will be treated. Radial
temperature gradicnts will be assumed to be zero.
Mynaric response duc to gradients is equally
important and can be trcated in a similar manner.

Without considerable experience with behav-
ior of structures under non-uniform heating
conditions, it is difficult to predict or to
cvaluate the behavior of the fairing under the
temperatures of Figs. 3 and 4, However, consid-
erable insight into static behavior of the
fairing subjected asymmetric heating can be
geined by decomposing the circunferential
temperature distribution of Fig. & into Fourier
component distributions and considering tl.e
effect upon the fairing of these individual
simplified distributions. Recause the problem
is assumed to be mathematically linear the
deflections produced in the fairing by the in-
dividual Fourier component temperatures can he
re~orbined to yield the fairing response to the
2riginal temperature distribution. Any arbitrary
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circunferential distridition of temperature can
be expanded ir a séries of sine and cosine
distributions,

F(0)= &, ¢a c0 +b; sind +a, cos 26

+ b2 8in 20 ¢ .. ceeseees. These component
distributions are shown in Pig. 5. The first
or zeroth cosine component is a constant temper-
ature rise circumferentisily. Fig. 3 shows this
tobethc-:orwtotthcelmte&t-penm.
In the case of a coustant circumferentiil
temperature, the fairing (assuming & uniform
coefficient of thermal expansion) grows radially
and longitudinally without other distortion and
without duildup of internal stresses, This
component distribution therefore las neglibible
offect upon the separation process.

The cos O and sin @ conponents each
produce a trunsverse bending of the fairing as
a beam. This bending always occurs away from
the maximm temperature point. In spite of the
fact that the fairing is distorted, no intermal
stresses are built up. Therefore, if the pre-
separated fairings were heated with either of
these two temperature components and then
separated, the fairing haives would not be
excited dynamically. Thus while this is the
most visible part of tne preseparated thermal
response, it has no significance in detemmining
post separated dynsmic behavior.

The cos 20 component is symmetiic with
respect 1o both the separation plane and the
perpendicular “backbone” plane. If the co-
efficient of the cos 20 component is positive,
the separation edges of the half fairings are
raised in temperature while the backbones are
cooled. Because of differential e-pansion and
contraction longitudinally, the posc¢ separated
half fairings would like to bend away from each
oth2r, as snown in Fig. 5. However since prior
to separation the two halves are attached, they
react on each other and essentially no diator-
tion occurs. Sizeable internal prestresses
however do build up, If the complete fairing
were nealed with this ccmponent and then
suddenly separated, the fajring halves would
vibrate about their postseparated static
equiiibrium positions.

The sin 20 component shows similar behavior
except that this component represents a distri-
bution skewed 45° with respect to the separation
vlane. In fact this distribution is anti-
symmetric with respect to both the separation
ar«l hacikbone ;lanes. Because of the two rlanes
o symretry of the falring, the res;onse is aiso
antisymmetric with respect to both planes.
‘clore separation the twc halves of the fairing
roact on each other t- effectively prevent dis-
tortion. The separated halives under this
distribvtion nove sideways and twist as shown
in Fig. 5. This Fourier component is particu-
larly significant in reducing clearance between
the fairing and the enclosed spacecraft. Higher
nrier Fourier components show similar character-
{3tic behaviors which become more localiized and
i~58 significant for overall fairing motion.
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(a)Preseparated ) (b) Pustsepnrated

Figure 6 Fairing Thermal Static Deflection - Isometric View

(2) Preserarated (o) 'ostseparated

Figure 7 Fairing Thermal Static Ueflection - Top View
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same temperature distribution. It is further
possible to look at the deflections at any

1 sross-gsection of the fairing as in Fig. §. This
1 tigure shovs the original position of the cross
: vection of the enld fairing, the corresponding
1 position of the heated preseparuted fairing and
3 the pcsitions of the two postseparated fairing
] halves. Additionally, the spacecraft envelope

at this cross-section is shown. All of the Fig. 8 - Fairing Thermal Static Deflection
deflections as well as the spacecraft clearance Crossectional View

have been multiplied by 1 tactor of 2 in the

figure.

Figure 9 illustrates more clearly the
influence of the skew angle. This figure shows

the displacement of a fairing cross section Jd.

before and after separation under two different N ¥ !
heating conditions. In Figure 9a the static . Pr sod

deflection of pre and post-separated fairing cocpase

sections are shown when the effective windward ' N\ Jot P°'1“°"_

generator ig in the fairing separation plane,
Figure 9b depicts the corresponding deflected
positions when the windward generator is
rotated out of this plane., With the stew angle "
zero the symmetric temperature distribution is
aligned with a plane of symmetry cf the fairing
and the displacements are aleo symmetric as
shown., HNote that the windward edges of the
fairing move inward toward the spacecraft

before separation and move in slightly farthe- Cold
after separation as well as springing outwnrd Position
tangentially. 7
’
The behavior of the fairing under the .47 \Sepu-at.ed -
skewed temperature distribution of Figure G Position

is more serious, Here the heated preseparated
fairing moves away from the maximum temperature
point as expected, Upon separation one
separated edge moves inward, the other outward. JAY]
The edge which moves inward can cause serious
loss of spacecraft clearance.

Preseparation Deflection

]

Postseparation Deflection

s p
" n

Skew Angle

Maximum Temperature

ity

Fig. 9 - Influence of Skew Angle on
Fairing Deflections
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The basic approach to the dymaxic response
amalysis of the fairing under the thermal pro-
atress consists of considering the problem as
primarily a linesr, free vibration problem with
specified injtial dasplacement gnd velocity
conditions, and vith time-varying excitation
provided only by booster transient motions,

s accomplished as follows: Displacements
of the fairing, measured wvith reference
to a fixed eoordmte mt-, are decomposed

into three
uw) - {u w}e {ue} + faw} @

Here (‘up(ﬂ} represents rigid body motion of
the fairing produced by "base motion" of the
booster. During separation this motion is
tranmmitted through the hinges and thruster
spricgs. The second component {ug) is measured
from the unloaded static equilibrium configura-
tion of the postseparated fairing with no "basc
motion"” present. In this equilibrium position
the thruster springs are not prestressed and
the fairing is at a non-elevated reference
temperature. o obtain displacements {Up},
the lower end of the thruster springs are
moved to the prestress position. Since the
fairing Lalves are free to move, this does not
prestress the springs but causes the fairing
halves to rock backward on the hinges to a new
equilibrium position. The fairing is now
heated to the separation temperatures and
additional deflection of the fairing occurs.
The resulting combined deflection configuration
of the feiring from its original equilibrium
position is designated as {Ug}

Consider next that the edge forces are applied
to the longitudinal and base separation edges
to bring the fairing halves together in their
heated, preseparated equilibrium position. This
displacement configuration is designated as
{#a} and is the same configuration as is
obtained by heating the preserarated fairing
and prestressing the thruster springs.

The vibration problem in terms of the unknown

flexible dynamic component {&} of Fq(l) can
now be expressed as

(MI{ e (0] (3] + [ (W= - (W) (0S) (2)
{ual -{ue)
{ucl

"

{w(o) (3)

(")

{0}

Tn these equations [M], [0 ]),amd [K] are the
mass, damp.ing, and stiffrcss matrices respective-
ly, of the fairing finite-clement model., The
time-dependent excitation which appears on

right hand side of the differential equatic:

the result of specified bvase motion of the fa
ing. The displacement initial condiiion
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includes, as descridbed above, the effects of
both thruster spring prestress and thermal pre-
stress. The veloeity initial conditios is
produced by the impulsive losding o the pyro-
teclmic-hockappndnttheupantmm
of the fairing.

memtiomnbwembemnsronodtonom
coordimates. We mave

{uew} = (#a] {gatt)) (5)
(¢ {yw)
el e e 0t il Dl 15l
{yo) = tel” (o] (M){wd-{ua}) (o)
{#©) = (eI" (o7 (M}{ite}

o

(6)

{ww)}

()

In these equations [@g ] represents the matrix
of rigid body modes of the fairing while the
normal modes are iesignated by [@ The
corre{ponding generalized coordinates are ‘lu
and

In the differential equation, [RJ and [£]
and[ w'] rcpresent the generalized mass, darping,
and frequency matrices where

(=) = (e] (M](e] (10)

(5 = (@7 (v](s] (11)
Matrix [8] is defined as

(5] = (o] [M)(8e] (12)

and rcpresents the inertial coupling between
the rconstrained normal modes and the rigid body
modes.

With the required information concerning the
structure, the initial conditions, aid the base
motion available, kquations (7-7) can be solved
for the modal response of the fairing. The dise-
placement response then can be obtained from
Fgs. (1), (5), and (6). Internal stresses and
constraint forces (in particuiar, hinge loads)
can be post-calculated utilizing the finite
eclement mndel.

This is a straight forward procedurc tnat works
in certnin cases. liowever, taere is a najor
comp-licating factor. 7The couplication can be
secn by considering Fig. 10. This fijure shows
fairing separation ot three different tom; era-
ture siew angics (ef Fip. 4). Consider first
sc;aration at a s0° siew angle (Fig, 10a.)

Tn this cnse, the
tre fairing ander

rostseparated equilibrium of
Leating and with the tirustcr
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reiaxed would e as shown ia sketch

2) of ¥ig. 10a. The base of tic fairing halves
is rocked baciward on tae Linges but toe fair-
ings are boved inward by the heating. However;
when the presejarated fairing is suddenly re-
leaged and begins to move dymanically, tae
contribution of th~ modes azsociated with
bowing predomimate initially (being higher in
frequency than the rocking freque:cy cn thruster

‘" springs). The fairing halves would like, there-

fore, to behave as in sxetc:. (3) vith their
centers of mass rciatively statiomary. Howvever,
the two halvee interfere with each other at the
forwvard end and the result is an initial motion
similar to sietch (4). The equilibrium for
this motion 1s ant that shown ia sketch (2).
Eventually the rocking mode ccmes into play
sufficiently to separate the fairing halves,
but the subsaquent motion xay be quite different
tnan if no interference between the fairing
ralves kad occurred.

At a 0° skev angle the postseparated equilibrium
rosition is as shown in sketch (2) of Fig (10b).
Tre fairing has a banana-peel apgpearance--just
tre cyposite bowing from the J0° case. The
vostoeparated Jdynamic motion of the fairing
without interference would involve rotion as

‘shown in sretch (3). D3ecause of interference

hetween the two haives and also at the base of
the fairing, the initial votion is rore as
pictured in sketch (L), with an unzipping of

the fairing, starting at the tip and proceeding
tcward the base. This may occur rather rapidly
followed by base interference of longer duration
(all relatively of short duration, of course).
Avain tne sudsequent motion about the equilibrium
of szetch (2) can be drasticaliy affected by tne
interference

Finally, consider the case of a 45° skew angle.
The ssetches of Fig. 10c shovs in this case a
view of the fairing with the separation plane
in the plane of the paper. In their post-
separated equilibrium position, the fairing
ralves are rocrsed forward toward and backward
away from the viewer. In addition the fairing
halves are bowed sideways, as shown in sketch
(2). As in the other cnses, upon sejaraticn
tre fairing nalves initially would iire to move
toward the positions of s.eten (3). They are
creveated from this by an interloch ring at the
forward end of tue fairin: and interference
oeccLrs as in sieten (“). Nentually heowise of
the roc:inz motion of tue Tairing the forward
end of t'ie fairingcorcs uniatehed and motion
toward Lhe equilivrium of s-eten (2) oceurs,

lecause of the intcrference just rdescribed, the
boundary conditiovns on the fairing lLalves vary
during thc separation ;rocess. The fairing, at
any instant will move toward an equiiibrium
josition corresponding to the current boundary
conditions. Yor example, in Fig, 10a, the
fairing first moves townrd the eguilibrium
associated with a nose tip constraint. At a
certain time, termed the transition tire, the
fairing suddenly starts roving toward a new

tin free equilibrium condition.

The approach used te scive this problem is to
utilize Bquations (1) - (12) presented previous-
ly but t~ monitor certain of the comstraint
forces. lhen the transition time occurs, as
signaled by a change in sign of these forees,
the calculation ic suopped and the probles
reinitislized, using new fairing modes and a
nev equilibrium condition. The caleulation is
then resmedl. This rocess can be repeated
seversl times, if several transitions cccur or
to simulate & continous variation in the con-
straints on the fairing.

nemuomfwtbeithm&mwtm
can be expressed as follows: )

For tia® interval ¢, <l ct;
{wi)): {xpl) + {up] « Li1t0)} (13)
{ne e}z [0 1{xett1} (14)
fiw} [o:){y ) (25)

CRI (I8 0w (6] + wi?3{ni]
= - (8004} ()
s () = BT (9] (W) ((wtei-n} -fusd)an)

{80} = t‘i]ﬂ [¢i]' [“]‘ﬁ @ i-t)} (18)

The notation i5; these equations iz the same as
used previously, except that subscripts i1 have
been added to indlca~e the particular phase of
tne separation process being considered.

As can be seen in Fig. 1C, which consiacrs only
three illustrative cases, a variety of inter-
ference problems may require evaluation. For
many of these, the transition time is not
immediately obvious. In particular, when a
continuous change of conatraints occurs, only
an approximation to the actual motion can be
obtained.

Consider thc case of Fi;ure 10b where fairing
interference with the base occurs. 7T+ _scablish
an analytical basis for boundary coidition
change and to have a single criteria to monitor
it can be assumed that when the moment produced
by the base reaction forces about the axis con-
necting the hLinges changes sign, the base
boundary conditions should ve switched from
constrained to free,

Tne base rmoment can be calculated directly by
determination of tho base constraint forces and
integration of their moment about the hinges.
Alternatively, and perraps more convcniently,
the moment equiliibrium about tiie hinges shows
that this base moment YU g is equal to the
moament of the inertia forces acting on the fair-
ing minus the moment of the thruster spring
forces.




Thus
Mo;* -] yljam-Rh, (19)
or in matrix rotation -
(20)

;= - (o} M8} - £ohy

m{&?! is the rigid body rotation mode
about line. Making use of Bys (14)
and (15), ve can obtain for the base noment

e+~ Tue i - (sud -
Tat {fe,) (M1{0e,} =
and . '
{56) ' {oe (MI00 (23)

This form for the base mament is more directly
suitable for determination in comnection with
the dynamic response calculation.

2

FAIRDNC RESIONSE EVALUATION

In the previcus ssction, several special cases
of fairing ssparation vere considered., As
11lustrated by Figure 10, these included temper-
sture distridution skev angles of 0°, 45°, and
90°. In practice these precise conditions
seldom occur. Typically, on an ascent trajec-
tory, becsuse cf dispersion the vindward
generator may lie anyvhere vithin 15° of the
noninal location, which is usually itself
skeved. The motion at arbitrary skev angle
resembles & combimation of those cases discussed
previously, vith the influence of the sin 20
and cos 30 components dominating the rcsponse
from the point of view of clearance reduction.
A typical case might be a 5° nomimal skev
angle, vith & mexismum possible skev of 20° on
a dispersed trajectory.

Consider then the case of a 20° skev angle.
Figures S5 througk € have alrcady shown the .
corresponding pre and postseparsted fairing
thereal deformations. Figure 11 displays the
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figuwre is due to thmwal effects and thruster
mt:)eum(mhumormmu
shock ).

The five displacement histories of Figure 11
represent two linear and three bi-linear dynamic
response cases. The linear cases correspond to
the two extreme base conditions. These are (1)
the fairing is free of interference constraints
throughout the motion, and (2) the base is

The three bi-linear cases vepresent responge
vith transition from constrzined to free-base
conditions, occurring at different transition
times. As explained in the previous section,
the moment of the base constraint forces is
monitored for e change in sign. If the time at
vhich this cccurs is designated as ty, the tiuree
bi-lip=ar cases of Figure 11 correspond to tran-
sition times of ty, 0.3 %y, and 1.6 ty. Several
transition times are considered because basing
transition on the total base moment is only an
approximation. The postseparated base joint can
take compression but not tension. Because of
the skew angle, the fairing is excited in
torsion. Consequently, the fairing upon separa-
tion first pushes against the base on both sides,
then 1ifts off or one side, foliowed by liftoff
of the other side, and complete sejaration from
the base. The base moment is therefore only an
aprroximate measure of the base constraint. In
Figure 11, ty occurs at 0.06 second.

It is remarkable that while the first phase
motion laste less than 0.1 second {corpared to a
time c? nearly 1 second considered in Figure 11)
it produces drarmatic changes ir the overall
respon. . The explanation of this lies in two
facts: .!) the base-constraint causes more of
ue stc:red potential eneryy to be fed into the
iow-freruensy antisymmetric, torsional and side-
way moacs than is the case for a Tfree-bagce’
initial condition and (2) tie frecuencies of tne
lowesti antisymmetric modes for a iree-base con-
dition are lower by a faetor of six thap the
rorresponaing modes for the base-sonstrained
fairing. Thus in the bi-!inear case, wnere ti
base of the fairing is initia. iy constrained,
more energy 15 fed into tne antisyrusetrie r.odes
of the fairing, which contributce most reaviiv to
trhe rndial edge motion shown in Figure 11, During
first phase motion the veloeity of t.cu« rodes
puilds nv rapidiy. At transition a furt er
anplification oceirs,  The «inetic enerpy of toe
iow-Trequency antigyrnetric rodes is trarsferred
prinarily to the eorresponding modes of tie
fairing «ith an unconstrained base. ilowever,
beeanse these rodes nave ruch iower frequencies,
the same cnerwy is reflected in much ri-her
anpl ituden,
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To illustrate this point, a reviev of an actual
example is convenient. Fur a spocific fairicg
the lovest two antisymmetric modes contain 1.5
and 7.3 in-1b of potential energy when the linesr
assumption is used for tre dypwmic response
computation. That is to say, the fairing btese
is asmmed to be free at the instant of separa-
tion. Most of the stored energy goes into
higher modes vhich may be symmetric or anti-
symetric vith respect to the fairing's planes
of symetry. On the cther hand, vhen the saxe
fairirg starts its motion wvith a constrained
base, thé lovest anticymsmetric mode contains
140 1in-ib of potential energy. When bouniary-
condition transition occurs, this energy is fed
into antisymmetric post-transition motion of the
fairing.

Koreover, aince the expausion of the first con-
etrained-base antisymmetrie mode in terms of
unconstrained antisymmetric modes is primarily
a linear gxmbination of the first two of the
latter modes, a substantial part of the energy
goes into these two modes. Specificaily, in
the example under consideration, the tiansferred
energies are 23.5 and 39 in-1b. This is,
respectively, 17 and 5.5 tices the energy that
18 stored in these antisymmetric modes in the
linear case. Thus the bi-linear response
computation snows an ‘overshoot” factor of about
five with respect to the linear response.

These dynamic response studies indicated that
since the base constraint condition has sucn a
drazatic effect on clearance between the fairing
and spacecraft, it is advantageous to f{.iy
trajectories where the windward generator has a
90° skew angle with respect to the separntion
plane. Wnile this condition, as was described
before, produces interference ncar the tip of
tne fairing with the potential of binding, it
causes very little reduction in spacecraft
cleararce. Fnowing about the interference
forces aliows one to design for them. Srall
assist springs placed at the tip of thi fairing
and low friction sioping surraces eat the contact
point are used to eliminate tne prossibility of
rerrisnent binding.




DYMAMIC WAVE PROPAGATION IN TRANSVERSE LAYERED COMPOSITES

C. A. Ross, J. E. Cunningham, and R. L. Sierakowski
Acrospace Engineering Depertment
University of Plorida
Gainesville, Plorida

Experimental results are

A method is developed for experimentally determining
stress pulse attenuation across a single
in a solid epoxy rod. The attenuation factor is found to
be a function of the initial pulse shape and amplitude.
compared with an analytical model.
The practical implications cof the initial results provide
an insight into the prospective fracture/failure damage
cccurring within composite materials subje-t to dynamic load.

ite lamina

INTRODUCTION

One of the principal problems
encountered in dynamic loading condi-
tions is that of determining how short
duration pulses are propagated through
solid materials. That is, in impact
processes, energy can be transmitted
large distances from the point of
impact by stress waves which can pro-
duce considerable damage at remote
distances from the impact point. Thus,
in order to predict and control the
type and extent of the fracture phe-
nomenon, as well as other forms of
damage occurring during impact and
impulsive loading processes, knowledge
of the behavior of stress waves in the
material is of importance.

In recent years, considerable
attention has been focused on the
potential use of composite type mater-
ials for vaiious design applications
due to the wide flexibility offered for
materials selection to fit a particular
design application. While considerable
investigation of the behavior of
composites subjected to static loadings
has been reported on, less attention
has been devoted to studies associated
with predicting the behavior of
composites under dynamic loadings.
Thus, while such questions as speed,
attenuation, and dispersion of stress
waves in homogeneous metals have been
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investigated, lass knowledge is avail-
able on the behavior of such waves in
composites. Some initial investiga-
tions into the behavior of stress
pulses in axially reinforced rods have
been studied experimentally by [1,2]},
in layered plates by [3,4] and in
bonded rods using dissimilar materials
in [5].

In previous investigations the
attenuation/dispersion of stress pulses
dve to impact in long uniaxial compos-
ite rods has been found to be dependent
on many parameters such as pulse
length, specimen geometry, ir.tial
pulse amplitude, initial pulse shape,
and volume fraction of the reinforcing
constituent [6]. For monolithic
materials, where internal friction is
low, pulse height may decrease due to
dispersion of the pulse and in mater-
ials where internal friction is sig-
nificant, pulse height change can be
attributed to energy loss as well as
geometric dispersion. In composite
materials the effects of the constitu-
ents as well as the overall synergistic
effects can be of importance. Further,
stress puise propagation in trans-
versely reinforced composites is
further complicated by the reflection
and transmission of the pulse at the
interfaces of the matrix and composite
lamina.




In the presont paper studies of
the attenuation/dispersion lue to
impact generated pulses as opposed to
dispersion of ultrasonics with changes
in frequency is investigated. The
basic cbjective of the present research
is to stuly the effect of a single
transverse lamina ou a stress pulse
propagating in a monolithic material.
This objective was accomplished by
observing pulse amplitude attenuation
in long rod specimens containing a
single transverse composite lamlna. An
analytical prediction based on one
dimensional stress pulse propagation is
developed and graphical as well zs tabu-
lar results are presented.

SPECIMEN FABRICATION

Based upon previouz experimental
work and experience in fabricating a
stainless steel filament epoxy matrix
composite system (2,6,7.8], this type of
composite was chosen as the basic exper-
-imental model. The long bar specimens
were cast in a mold designed to
accommodate a gate with attached wire
grid as shown in Pig. 1. The grids

Wire Grid
Gate

0.5
o5 .l L f///,/////
Fig. 1 MGLD ASSEMBLY

consisted of continuous strands of type
304 soft stainless steel wire. [The
grid was wound on the gate using a lathe
assuring proper spacing of filaments.
This procedure resulted in a known
volume fraction of filaments within the
given lamina.] Further, the grid and
mold were cleaned and degreased using
trichlorethylene vapor before casting.
A mold release agent was applied to the
mold and additional cleaning of the
grid was accomplished using a dilute
acid solution followed by a neutraliz-
ing agent.

The epoxy used as the rod materi-
al was Shell Epon 828 resin mixed with
12 parts of shell 400-A hardener to 100

parts, by weight, of resin. The resin
vas preheated to 150°F then thoroughly
mixed with hardener and degassed in a
vacuum (one inch Eg) for twenty minutes.
The mixture was then placed in the mold
and cured a*: 150°F for 3 hours. Upon
removal _rom the mold the specimen is
machined to a 0.35 x 0.35 inch sqguare
cross section rod. PR schematic of a
finished specimen is shown in Fig. 2.

Strain Gage

Pig. 2 FINISHED SPECIMEN
EXPERIMENTAL PROCEDURE

The finished specimens were
instrumented using BLH FAE-06J-1236
etched foil strain gages, as shown in
Pig. 2. The active gage was placed in
a bridge circuit as shown in Fig. 3.
It was found necessary to limit the
current in the strain gage to less than
five miliamperes due to the low con-
ductivity of the epoxy. Small ampli-
tude square pulses were generated in
the specimens by impacting it with a
three inch long epoxy projectile of
the same cross sectional dimensions as
the specimen. Pulse shape and wave

Current
Limiting

Resistor
Active
Gage

‘\\\\ 1.5v

k 1205

1

To Oscilloscope

Fig. 3 STRAIN GAGE BRIDGE CIRCUIT
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Fig. 4 SCHEMATIC OF TEST APPARATUS

propagation speed were monitored using
the strain gage output connected to an
oscilloscope. A schematic showing the
test apparatus is shown ir Fig. 4.
Preliminary t2sts were performed using
a gas gun, as described in (7], to
propel a round projectile-against a
round specimen; however, the simpler
system shown in Fig. 4 permitted the
use of a square projectile and a sguare
cross section rod. Most specimens were
instrumented with two equally spaced
strain gages located at both sides of
the lamina. In these cases the first
pulse was used to trigger the oscillo-
scope by the internal trigger mode and
with proper adjustment the major por-
tion of the pulse was recorded. The
second strain gage was then recorded
on the other beam and in turn gave
pulse shapes both before and after the
lamina. Typical pulse shapes showing
the initial compressive pulse and the
first reflected tensile pulse are
shown in Fig. 5. Many reflections
showing pulse height attenuation are
also shown in Fig. 6. The oscillo-
scope traces were recorded using a
Polaroid camera attachment.

RESULTS AND DISCUSSION

The pulse propagation speed was
calculated using the data shown in
Fig. 6. Selecting the initial com-
pressive pcak as a reference, oand by
accurately measuring the rod length and
time between peaks the pulse propaga-
tion speed was calculated for the
sccond, fifth, and tenth traverses of
the rod. These results are given in
Table I.
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A TABLE 1
Vol. Fraction - 2 2
of Lamina and n Wave Speed | D x 10 ax 10 aj x 10
FPibers/Inches in/cec 1/in 1/in 1/in ¢ x 10
0% )
2 72,200 0.181 _
.0 5 72,900 0.162 0.147 0 _ E: R
. 10 73,900 0.149
- 20%
2 71,900 0.203
5 72,800 0.175 0.159 0.012 0.336
32 10 73,800 0.162
30%
| - - e 71,800 - “0.221 : .
5 72,500 0.185 0.164 0.017 0.475
48 10 73,600 0.168 =
50% -
2 71,700 0.234
5 71,500 0.192 0.169 0.023 0.645
80 10 72,300 0.173
78.5%
2 71,100 0.241 -7
5 71,400 0.201 0.178 0.031 0.870
125 10 72,100 0.182

The amplitude attehuation D is
defined as the natural log of the pulse
amplitude ratio divided by the rod
length traversed between the two pulses.
Using the rod length and the initial
pulse amplitude the attenuation is
defined as

>, 03'

1
D= 577 M . ] ()

=]

Amplitude attenuation values as
defined by Eq. (1) were also calculated
for n = 2,5,10 and are given in Table I.
This same data is shown in graphical
form of Fig. 7. These data points may
be fitted to an analytical curve given
as

D(n) = ye PP 4 o . (2)

Calculated values of a are given in
Table I and indicated on the right side
of Fig. 7. The variation of the ampli-
tude attenuation factor D with n is
considered to be related to the dis-
persion occurring in the high frequency
components of the square pulse during
the first few reflections. This dis-
persion may account for the increased
pulse propagation speed with increasing
number of reflections as seen in Table
I. The aforementioned dispersion
phenomena has been obtained experimen-
tally in the boron epoxy specimens
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described in [9).

The differences between the
attenuation numbers (D and a) of the
monolithic rod and rods having composite
lamina are assumed to be attributed
solely to the lamina, i.e. any attenua-
tion due to geometry and end effects
would be present in both type specimens.
Based on this assumption the attenuation
of the pulse upon passage through the
lamina is defined as

$ = (aj - a )l (3)_.

The attenuation factor § is de-~
fined in this manner in order to elimi-
nate any dependence on the reflection
number n. Using the values of a for
n = «» eliminates the first term of
Eq. (2) <nd § may be redefined as

pO
6 = fm 5 (4)

values cf & are given in Table I
and P/P. as a function of the number of
filamen®s per lamina are shown in Fig. 8,
The value of § should be independent of
the number of reflections for a given
equal initial pulse amplitude and this
may bz shown to be reasonably true,
within experimental error, by subtrac-
tion of the curve obtained for the
epoxy rod from the curves of the rods
containing a lamina. These results are
omitted from Fig. 7 for clarity.
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An analytical model based on one
dimensional pulse propagation theory is
shown as the solid curve in Fig. 9.
This derivation is omitted from the
present paper for brevity. The model
takes into account the reduction of
pulse propagation spced with increasing
filament content of transversely rein-
forced composites as shown analytically
by [10] and verified experimentally for
steel epoxy composites [11]. The pre-~
ceding observation accounts for the
analytical prediction of zero attenua-
tion for a lamina having an area frac-
tion of approximately 66%. Due to the
difficulty in fabricating a specimen
with this type lamina this point has
not been verified experimentally. How-
ever, experimental data for axial rein-
forced specimens [6] tends to show a
minimum value at approximately this
same volume fraction.

CONCLUSIONS

In the current study it has been
found possible to fabricate a simple
single lamina specimen which can be
used to yield useful data for investi-
gation of combined system effects on
pulse propagation in transverse layered
composites.

The one dimensional analytical
model, advanced on the basis of experi-
mental data obtained, appears to give
reasonable results for the specimens
tested and may be used to predict
attenuation effects for composite
materials such as plates and trans-
versely reinforced rods or beams.
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However, additional study and research
is necessary before one my adapt this
method to composites having closely
packed lamina.

The practical implications of the
initial results obtained here provide
insight into the proepective failure/
fracturc damage occurring within
composite type materials subjected to
dynamic loading.
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NOMENCLATURE

peak to peak amplitude of the
initial compressive pulse and
first tensile reflection,
arbitrary units

peak to peak amplitude of nth
compressive pulse and nth re-
flected wave, arbitrary units

amplitude attenuation value,
inches=1

length of specimen, inches
number of reflected pulses
amplitude of pulse before passing
through the lamina, arbitrary
units
amplitude of pulse after passing
through the lamina, arbitrary
units
value of attenuation number D
after many reflections (n = =),
inches™1
number for solid epoxy rod
number for rod with lamina

arbi*cary constants

attenuation number for a single
lamina.
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R-W PLANE ANALYSIS FOR
VULNERABILITY OF TARGETS TO AIR BLAST

Peter S. Westine
Southwest Research Institute
San Antonio, Texas

This paper suggests the us2 of a general equation for defining the
vulnerability of any target to an air blast wave., Engineers often
determine a charge weight versus standoff distance isodamage curve
for complex targets by conducting many experiments, Because the
form of this equation is now known, many less experiments are
needed. This simple, but yet reliable, formula could also be used
as a code for storing explosives in the vicinity of houses, highways,
sircraft, etc. Test data from a variety of different targets includ-
ing aircraft, cantilever beams, trucks, antennae, cylinders, and
houses are used to demonstrate the validity of this equation,

INTRODUCTION

Whenever an explosive charge is detonated
in the vicinity of an airplane, house, antenna,
truck, or other structure, an air blast wave is
emitted which is capable of causing significant
damage. Complex analytical structural analy-
sis procedures do exist which can be used to-
estimate the level of damage imparted to a tar-
get by an air blast wave; however, the use of
these procedures requires numerous engineer-
ing assumptions with the inevitable consequence
that they are used only to predict damage to
rudimentary structural components such as
plates and beams. Provided that a complex
target can be idealized as a plate or beam, the
intensity of a blast wave which initiates perma-
nent damage can usually be estimated by using
analytical computer programs for structural
response, Whenever these programs are ex-
tended to predict the magnitude of permanent
deformation, they hecome very unwieldly and
generally offer only the crudest of damage in-
tensity cstimates when the struciure is com-
plex.

To circumvent these difficulties, engi-
neers often resort to experimental techniques,
Tests are generally conducted by placing a
charge in the viciaity of a target and delonating
it to create an air blast wave which damages
the structure, Usually a team of "assessors"
looks at the target and decides if it has heen
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damaged so that it can not function, If the
assessors are evaluating the damage imparted
to a house, they classify the damage accord-
ing to different categories. For example, the
British |1] refer to such classes of damage to
brick houses as- A damage - complete demoli-
tion; B damage - 50% to 75% of brickwork de-
stroyed or unsafe; C damage - partial collapse
of roof, partial demolition of one or two walls,
load bearing members damaged; D damage -
minor structural damage, partitions and
joinery wrenched; and E damage - 10% of glass
broken, A similar techrique for characteriz-
ing the damage imparted to 1ircraft [2] has
beer used, the A through K kill categories. If
the assessors feel the target has not been ade-
quately damayed to prevent it from performing
a mission or functioning, another charge is
detonated at a location several paces closer to
the target so that a more severe level of
damage can be evaluated.

The data obtained in these damage assess-
ment experiments are usually plotted on a
graph of standoff distance, R, versus charge
weight, W, ldeally, if enough data can be ob-
tained, the R-W curve has isoclines of con-
stant levels of damage, isoclines for A, B, C,
D and E damage to a house or for A through K
damage to an aircraft,

Obviously, cost is a serious drawback to
this empirical approach. A new target must
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be damaged each time another chargs weight
is trisd so one can obtain an additionz] data
point on the R-W curve. Because the target is
usually a complex structure such as an air-
plane, truck, or antenna, the costs sscalate
rapidly as additional data points are obtained.

The purpose of this paper is to present an
equation which can be used to define the entire
R-W curve for any strurture, provided that
three or more experimental data points exist
which define a constant level of damage in the
target's R-W plane. Under certain Limiting
conditions, less than three data points can
exist., This equation has the form

Awln

where A, B, and C are coefficients to be deter-
mined from three or more experimental data
points,

In subsequent discussion, we will show
that Eq. ( z and lpm.ial variations on it {such
u when B and/or cb are very small or when
Bé/W or c6/w2 is very large relative to the
other terms in the denominator) can be used to
accurately define air blast isodamage curves
in the R-W plane for complex targets.

THEORETICAL BASIS FOR R-W
RELATIONSHIP

To understand why Eq. (1) is appropriate,
one must understand the concept of the pres-
sure-impulse diagram (P-1 diagram) as applied
to the determination of isodamage curves for
structures loaded by an air blast wave, This
concept can be illustrated simply by consider-
ing a qualitative model such as a single-
degree-~f-freedom elastic system loaded with
ai. 2ir blast wave, Figure | illustrates this
rudimentary model, A mass M is attached to

pl1) K

~ N

Figure 1,

s rigid support by a spring with o linear spring
rate, K. At some time which we arbitrarily
i1l call time zero, a transient force, p(t), as
shown in Fig. 1, is applied to the mass, The
farce will be characterised by its maximum
amplitude, P, and a duration of characteristic
time, T. We will assume that the maximum
damage imparted to this system will be asso-
ciated with the maximum deflection of the
spring, Xmax. One obtains a solution for
Xmax &8 & function of the other four para-
meters (M, K, P, and T) by (1) writing the
second-order differential equation which de-
fines the motion of the mass, (2) solving this
differential equation for its complementary and
particular solutions, (3) substituting the bound-
ary conditions for the mass being initially at
zest into the equation, (4) differentiating the
resulting expression to obtain the velocity
which, when set equal to zero, gives the time
when the deflection is & maximum, and (5) sub-
stituting the time of maximum deflection into
the transient expression for displacement to
determine X,y as a function of M, K, P, and
To

Unfortunately, an exolicit expression for
Xmax can not be written Lecause this problem
can not be solved by a closed form sclution;
nevertheless, Fig, 2 graphically presents a
two-dimensional space which is a complete
solution to this problem,

In Fig, 2 the solution for the maximum de-
flection is a two-parameter space of non-
dimensional numbers. The ordinate is a nor-
malized deflection obtained by dividing the
maximum deflection, Xp,ax, by the static de-
flection, P/K., The abscissa in Fig, 2 is a
nondimensional time obtained by dividing the
duration of the load, T, by the response time
of the structure, YM/K, For both very long
and very short nondimensional times, the solu-
tion approaches two different asymptotes, The
asymptote for long durations of loading is
illustrated by a dashed line in Fig, 2 and has

force

p(t) - pet/T
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been labeled the asymptcte for the "quasi-
static loading realm', The equation for this
asymptote is

2)

Xmax = 2

Rl

We call this loading realm the quasi-static
loading realm because the maximum deflection
is independent of the duration of loading, This
deflection does not equal the static deflection;
howuver, it is directly proportional to the
static deflection,

On the other hand, the response of this
system to a blast load asymptotically ap-
proaches a diiferent limit whenever the dura-
tion of loading is very short relative to the
period of structure. The equation for this
asymptote is

(PT
Xmax = "—l/K—M (3)

because the nondimensional deflection in-
creases linearly with the nondimensional time
in this loading reaim. We term this loading
realm the "impulsive loading realm' because
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the response of a systern depends upon the im-
pulse imparted to the structure, PT, and is
independent of either the peak applied load or
the duration of loading.

This concept wherety maximum deflection
is dependent upon the peak applied load for
long durations of loading and upon the impulse
for short durations of loading is more than a
theoretical concept, Many different investi-
gators, the earliest of whom was apparently
J. Sperrazza [3), have applied this concept to
numerous studies determining the vulnerabil-
ity of complex targets to air blast waves, We
shall show that Eq, (1) for the vulnerability of
targets in the R- W plane approaches the ap-
propriate asymptotes for both the quasi-static
and impulsing loading realms,

QUASI-STATIC LOADING REALM

The duration of a blast wave ie longer for
large explosive charges than for small explo-
sive charges, If W in Eq, (1} becomes very
iarge relative to the coefficients B and C, the
denominator in Eq. (1) approaches unity, This
ohservation demonstrates that Eq, (1) becomes
Eq. (4) for blast waves from extremely large
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explosive charges.

R=-AWIS )
We have already demonstrated thut for
large explosive charges the response of a
structure can be given by Eq. (2). For any

‘ given structure (a constant value of K), Eq.(2)

shows that a constant level of deformation im-
plies a-constant intensity of peak applied pres-
sure. Those who are familiar with Hopkinsor's
Law [4] for scaling the peak applied pressure
imparted to a target realize that, under sea-
level ambient conditions, peak pressure is a
function of a single parameter, the standoff
distance divided by the charge weight to the
1/3 power, as shown in Eq, (5).

. R

Because we are developing 1sodamage curves
in the quasl-static loading realm, the peak
pressure is a constant for any given target
undergoing a constant magnitude of deforma-
tion.- Hence, Eq.(5) is actually Eq. (6).

ﬁ?i =1 (P) = constant (6)
However, Eq.(6) is identically Eq. (4), if the
constant equals A, Thls in turn, is the limit-
ing case of Eq, (1) for large explosive charges,
Thus, we observe that Eq. (1) approaches the
appropriate asymptote for the quasi-static
loading realm which, in turn, is the appro-
priate asymptote for large explosive charges.

IMPULSIVE LOADING REALM

Short durations of loading relative to the
period of a structure are caused by small ex-
plosive charges. We have already seen in
Eq. (3) that for short durations of loading, the
magnitude of deformation for any given struc-
ture (constant values of K and M) is dependent
upon only the impulse, Eq, (1) is capable of
approaching one of two different limits for
small values of charge weight, Either the
term B®/W or cb/w? predominates in the
denominator of Eq. (1) whenever W becomes
small, If B"/W predominates, Eq. (1) be-
comes Eq, (7).

R - (%) wl/2 (N
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